n ESPACE PROBABILISE

n Tribu

Comme vu en premiére année dans le cadre des probabilités finies, on appelle univers, noté
en général Q, I'ensemble des issues ou résultats ou réalisations d’une expérience aléatoire.

Commencgons par rappeler quelques situations modéles dans le cadre des univers finis : fi-
rage de p boules dans une urne en contenant n, numérotées de 1 a n.

Exemple

e1- Tirages successifs, avec remise : Dans ce cas, I'ordre est important, et il peut y avoir
répétition. On peut choisir comme modele de résultat un p-uplet (ou p-liste) d’élé-
ments de [1, n].
On pose Q =[1,n]”, et alors |Q| = n”.
Il s’agit aussi du nombre d’applications d'un ensemble & p éléments vers un en-
semble a n éléments (& chaque tirage, on associe sa boule).
£2 - Tirages successifs, sans remise : Dans ce cas, 'ordre est important, et il ne peut pas
y avoir répétition. On peut choisir comme modele de résultat un p-uplet d’éléments
deux & deux distincts (ou p-arrangements) de [1, n].
On pose Q = o7 ([1,r]). et alors
p n!
Ql=4,=nn-1)--(n-p+1)= ——
Q=A,=n(n-1)---(n-p+1) = p!
(notation hors-programme).
I s’agit aussi du nombre d’injections d’un ensemble & p éléments vers un ensemble
a n éléments (& chaque tirage, on associe sa boule).
£3 - Tirage simultané : Dans ce cas, I'ordre n’est pas important, et il ne peut pas y avoir
répétition. On peut choisir comme modeéle de résultat une partie & p éléments de
[1,n] (ou p-combinaison).
On pose Q =22, ([1,n]), et alors

p! T oplin-p)t

IQI:(n):n(n—l)~~(n—p+1) n!

Rappelons également qu’une méme expérience peut donner lieu & différents univers pos-
sible selon ce que I'on souhaite observer (par exemple : carte d’une main vs couleur seulement
de la carte, ou bien résultat d'un dé vs parité de ce résultat, etc.)
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Probabilités

C’est encore plus vrai pour des univers infinis : le cadre formel que I’'on va se donner prévoit
que certaines parties de I'univers Q seulement soient « observables » (les événements), afin de
définir une probabilité dans ce cadre plus général.

Remarque

R1- Conformément aux habitudes probabilistes, on note, pour AcQ, A=Q\ Ale complé-
mentaire dans Q de A. Cela n’a absolument rien & voir avec I'adhérence topolo-
gique, donc.

R2 - Convention d’écriture : les letftres cursives «f, 2... désignent des ensembles d’en-
sembles tandis que les lettres droites A, B désignent des ensembles simples (comme
les événements).

Définition 1 : Tribu

Soit Q un ensemble. On appelle tribu sur Q toute partie « de 22(Q) telle que
(M

(i) Stabilité par passage au complémentaire :

(iiiy Stabilité par réunion dénombrable :

Le couple (Q,«) est appelé espace probabilisable, et les €léments de «# ses
événements.

Exemple

E4— 2(Q) est une tribu sur Q (dite discréte)
E5— {@,Q} est une tribu sur Q (dite grossiére)

E6— Si A est une partie non vide de Q, distincte de Q, la plus petite tribu sur Q contenant
A est
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Le vocabulaire vu en premiere année reste valable :

m Si Ae o/, A est|’événement contraire (qui est bien un événement).

m L'événement o est appelé événement impossible.

m On dit que deux événements A et B sont incompatibles lorsque AnB =g.

Ne pas confondre issue = résultat = réalisation avec événement!

D’aprés le programme officiel, la manipulation de tribu n’est pas un objectif du programme :

elles servent de cadre théorique mais, dans la pratique, on n’atfend pas nécessairement de les
préciser.

Propriété 1 : des tribus

Une tribu est stable par réunion finie, par intersection dénombrable, par inter-
section finie.
Ainsi dit, si o« est une tribu sur Q,
) Qeod
(i Si (Ap) e €St une suite d’éléments de «f,

(iiny Si (An)ogn< v €St une famille finie d'éléments de

Exercice 1

Soit </ une tribu d’événements d’un espace probabilisable Q et (4,),>, une famille de
<. Décrire a I'aide des opérations ou comparaisons ensemblistes usuelles les situations ou
les événements suivants (sauf pour les items 4 a 6, on écrira des choses du type « w € E » ol
E est un ensemble & déterminer).

1. Lun au moins des événements Ay, 7. Tousles événements (A;);cy+ se réa-

Ay, A est réalisé.

lisent.

2. L'un seulement des événements 4; 8. L'un au moins des 4; se rédlise.
et A; est réalisé. 9. Tous les événements A; se réalisent
3. A et A, se réalisent mais pas A;. a partir du rang .
R i Lo 10. Tous les événements A; se réalisent
4. A chaque fois que 4, est réalisé, A, a partir d’un certain rang.
I'est aussi. L .
. . . 11. Uneinfinité d’événements A; se réa-
5. A; et A, ne se produisent jamais en- lisent.
semble. A DA
12. Seul un nombre fini d’événements

. A ou A, se produisent toujours.

A; se réalisent.

ST
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E Probabilité

Définition 2 : Probabilité

Soit (Q, <) un espace probabilisable. Une probabilité (ou mesure de probabilité)
sur (Q,«/) est une application P définie sur « telle que

() VAeo, PAE
(i) P =

(i) o-additivité : Si (Aj) e est une suite d’événements deux & deux disjoints (in-
compatibles),

On dit alors que le triplet (Q, «#,P) est un espace probabilisé.

Propriété 2 : d’'une probabilité
Soit (Q,«/,P) un espace probabilisé, A et B des événements : A,Be .
() Pw@)=
(i Si A et B sont deux événements incompatibles, P(Au B) =

N
LI An

n=0

Plus généralement, P

(iify Si Ac B, P(B\ A) =
(V) P(AUB) =
(V) Croissance :si Ac B,

Si A et B sont quelconqgues, P(B\ A) =

Remarque
R3 — Pour trois événements,
P(AUBUC) =
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Et plus généralement, Formule de Poincaré (HP) : pour toute famille (A1, ..., Ap) € 2(Q)",

qui peut se montrer par récurrence par exemple, ou, plus simplement, en remarquant

n no__
Oa)=1-p[(\ 7

i=1 i=1

que P =1-P

=1 —E(IL ) =...Voir I'exercice 15 du cours.

no a.
N, 7

Propriété 3 : Probabilité d’une réunion au plus dénombrable

Si (A})ieq €St une famille au plus dénombrable d’événements deux & deux in-

LI A | =2 PA).

iel iel

est sommable et P

compatibles, alors []P(A,-)) o

Définition 3 : Distribution de probabilités

Soit Q un ensemble. On appelle distribution de probabilités sur O toute famille
d’éléments de R* indexée par Q et somme (finie) égale a 1.

On appelle support d’une telle distribution (py),,cq I'€nsemble {w e Q, py #0}.

Propriété 4 : Support au plus dénombrable

Le support d’une distribution de probabilités est foujours au plus dénombrable.

Cas trés simple : univers fini

Si Q est fini, on prend généralement «f = 22(Q), et la propriété de o-additivité est équivalente
a la propriété

Si A et B sont deux événements disjoints, alors P(Au B) = IP(A) + IP(B).

VERSION DU 22 JANVIER 2026

Propriété 5 : Probabilité finie associée & une distribution

SiQ={w,...,onm}, P est entierement définie par la donnée d’une distribution de
probabilités (pw;); <1< m telle que pour fout i e [1,m], P ({w;}) = pw,;. Et, pour toute
partie A de Q,

P4 =

Les probabilités des événements élémentaires déterminent donc P.

n Cas simple : univers dénombrable

Ici, on garde la propriété de o-additivité, que I'on ne peut plus remplacer par la simple
additivité.
Iciencore, iln’y a pas d’obstacle & prendre la tribu « discréte », ¢’ est-a-dire 22(Q). On obtient :

Propriété 6 : Probabilité discréte associée a une distribution

Soit Q un ensemble déenombrable. Pour toute distribution de probabilités
(pw)weq. il existe une unique probabilité sur 22(Q) telle que

VweQ, P({w}) = pw
Cette probabilité vérifie

VAeZ(Q), P4 =

Donc, encore une fois, IP est définie de maniére unique par les probabilités des singletons.
Pour un univers fini ou dénombrable, les tribus d’évenements n‘ont donc pas grand intérét.

H Cas moins simple : univers non dénombrable

Dans le cas ou I'univers est infini indénombrable c’est plus compliqué : on peut montrer que
pour un tirage & pile ou face infini non dénombrable, modélisé par 10,1} (non dénombrable
par argument diagonal de Cantor), la seule valeur possible pour la probabilité d’un événement
élémentaire est... 0.

Pourquoi ? Infuitivement, si la probabilité d’obtenir un pile est p €]0, 1[, alors la probabilité d'ob-
tenir n piles de suite de va étre p” " 0... Donc, il est légitime de penser que I'événement

n—+oo
«n’obtenir que des piles » a une probabilité nulle, par exemple.

C’est donc moins simple, on en peut pas se contenter des événements élémentaires, mais

complétement hors-programme.
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Corollaire 2 : Limite d’une probabilité d’une intersection

H Continuités croissante et décroissante Soit (Ap) yel UNe suite quelconque d’événements, alors

Propriété 7 : Continuité croissante

Soit (An) new UNe suite croissante (pour I’inclusion) d’évenements :

VnelN, AycAp+r . . i
7 Inégalité de Boole

Alors
Propriété 9 : Inégalité de Boole
Soit (Ap) neN UNe suite quelconque d’événements. Alors, dans [0, +ool,
Remarque
+o0o
R4 - Continuité car | A, est en quelque sorte la « limite » de la suite croissante (An) yen- Remarque

n=0

k +00

Remarquons aussi que Ay = | Ap. R5— OU, si la série & termes positifs Z]P(An) diverge, on lira la formule P| | Ap | < +o0, Cce
n=0 n=0

qui ne dit rien.
Sila série converge et a une somme > 1, le résultat ne dit rien non plus.

Corollaire 1 : Limite d’'une probabilité d’une réunion

Soit (Ap) ey UNE suite quelconque d’événements, alors

n Négligeabilité

n Evénements négligeables

Définition 4 : Evénement négligeable

Propriété 8 : Continuité décroissante

Soit (An)nel Une suite décroissante (pour I'inclusion) d’événements : On dif qu'un événement A est négligeable lorsque P(4) = 0.

VnelN, Apt1 <Ay
Remarque

Alors
R6 — L'événement impossible est négligeable.

Un événement négligeable n’est pas en général impossible.
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Exemple

e7 - Dans le jeu de Pile ou Face infini, I'’événement «la piece donne Pile un nombre fini
de fois » est négligeable.

Voir plus loin pour une justification rigoureuse !

Propriété 10 : Partie d’'un événement négligeable

Si A et B sont deux événements tel que Ac B, si B est négligeable, A I’est.

Propriété 11 : Réunion, intersection finie ou dénombrable

Une réunion (respectivement infersection non vide) finie ou dénombrable
d’événements négligeables est négligeable.

n Evénements, propriétés presque sir-e-s

Définition 5 : Evénement presque sir

Un événement A est presque sir, ou presque certain, lorsque P(A) = 1, ce qui
équivaut & dire que A est négligeable.

Une propriété est dite presque sire lorsque I'ensemble des éléments de Q qui
ont cette propriété est un événement presque sar.

Propriété 12 : Réunion, intersection au plus dénombrable

Toute réunion non vide (respectivement intersection) finie ou dénombrable
d’événements presque sars I’est encore.

m CONDITIONNEMENT

Les notions vues en premiére année se généralisent sans probléme particulier.

n Probabilité conditionnelle

Définition 6
Soit (Q, «/,1P) un espace probabilisé, B un événement tel que P(B) > 0. Pour tout
événement Ae «/, on définit la probabilité conditionnelle de A sachant B par

(Se lit en général « probabilité de A sachant B »)

Remarque

R7 — A II'n’y atoujours pas d’« événement conditionnel A|B » (élément de /) : ce n'est
qu’une notation signifiant qu’on se place en observateur de I'événement A sachant
que I"'événement B est déja réalisé.

Mais la notation Pg peut aussi étre frompeuse, car c’est la méme que celle de la loi
d’une variable aléatoire.

Propriété 13 : Probabilité... conditionnée

Pp:Aeof — P(AIB) est une probabilité sur (Q, ).

... et donc toutes les propriétés des probabilités, toutes les formules qui vont suivre peuvent
étre appliquées a des probabilités conditionnelles.
Lorsque que plusieurs conditions s’enchainent, il suffit de les intersecter :

«IP(A|B|C) »=Pc(A|B) =IP(AIBN C).
Probabilités composées

Propriété 14 : Formule des probabilités composées

Soit n>2, Ay,..., A, des événements de I’'espace probabilisé (Q, </, P) fels que
P(A1Nn---NnApu—1)>0.

Remarque

R8 — A nouveau, cela correspond & noftre intuition : on réalise A;, puis A, sachant que A;
I"est, puis A3 sachant que A; et A, le sont, etc. On se sert donc en général de cette
formule lorsque I'on a des événements successifs, chronologiques.
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Probabilités totales

Définition 7 : Systéme complet et quasi-complet d’événements

Soit (Q,¢7,IP) un espace probabilisé, I un ensemble fini ou dénombrable. On dit
que la famille (A;);c; d'événements est un systéme complet d’événements lorsque

On dit que la famille (A;)je; d’événements est un systéme quasi-complet d’éve-
nements lorsque

Remarque

R9 — Si on impose de plus les A; non vides, ce qui se fait parfois, {A;};e; st une partition
de Q.

R10 - Un systéme complet d’événement est quasi-complet, mais la réciproque est fausse.
R11— Si (A));es €st un systéme quasi-complet d’événements, en lui gjoutant I'événement

négligeable | | 4;, on obtient un systéme complet d’événements.
iel

Propriété 15 : Formule des probabilités totales

Si(A;);c; ou I est fini ou dénombrable est un systéme complet ou quasi-complet
d’événements, alors pour fout événement B,

Si, de plus, pour tout i, P(A;) >0 (A; n’est pas négligeable),

Si cerfains événements sont négligeables, alors les Bn A; le seront aussi et il suffit
de remplacer la somme pour i€ I parla somme pourie J={ie€l, P(A;)>0}.

ST
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Remarque

R12 — La formule des probabilités totales est utile lorsque I'on fait une expérience aléatoire

en plusieurs étapes. Elle permet de raisonner par disjonction de cas, suivant le résultat
de la premiere étape.

/\ ne pas confondre P(BnA;) et P(B | A)!

Exercice 2: CCINP 101 Exercice 3 : CCINP 107

n Formule de Bayes

Propriété 16 : Formule de Bayes

Si A, B sont des événements non négligeables, alors

Si, de plus, A n’est pas négligeable,

Plus généralement, si (Aj)ie; (I fini ou dénombrable) est un systéme complet
ou quasi-complet d’événements non négligeables, on a

Remarque

R13 — Formule permettant de remonter le temps, appelée aussi formule de probabilité des
causes.

Exercice 4 : CCINP 105

m EVENEMENTS INDEPENDANTS

n Couple d’événements indépendants
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Définition 8 : Indépendance de deux événements

Deux événements A et B d’un espace probabilisé (Q,<f,P) sont dits indépen-
dants lorsque

On note A L B lorsque A et B sont indépendants.

Propriété 17 : Caractérisation par probabilités conditionnelles

Deux événements A et B d’un espace probabilisé (Q,«/,P) tels que P(B) > 0
sont indépendants si et seulement si

Remarque

R14— Cela traduit bien notre intuition : que B soit réalisé ou non, la probabilité de A ne

change pas.

R15 — Bien sar, si P(A) >0, cela s écrit aussi P(B | A) = P(B).

R16- A\ Ne pas confondre I'indépendance de deux événements et le fait qu’ils soient
incompatibles. Ces notions s’excluent en général. En effet, si A et B sont incompa-
fibles, AnB = @, donc P(AnB) = 0. Si A et B sont de probabilité non nulle, ils ne sont
pas indépendants. (Ce qui se comprend car Ac B par exemple).

R17 — Contrairement & I'incompatibilité qui est une notion ensembliste, I'indépendance est
une notion probabiliste : elle dépend de la probabilité dont est muni Q.

R18 — Il n“est pas toujours facile de prédire si deux événements sont indépendants.

Naturellement, si deux événements sont indépendants, leurs complémentaires le sont. Plus
précisément :

Propriété 18 : Indépendance et complémentaire

Si deux événements A et B d’un espace probabiliseé (Q,</,IP) sont indépen-
dants, alors

m A et B sont indépendants,
m A et B sont indépendants,
® A et B sont indépendants.

Remarque

R19 — Si A, B sont indépendants et A,C aussi, on ne peut rien dire en général de A et BnC
etde Aet BuC.

PROBABILITES -
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Exercice 5

On lance deux piéces équilibrées et I'on considére les événements A « le premier lan-
cer donne Pile », B «le deuxiéme lancer donne Pile » et C «les deux lancer donnent le
méme résultat ».

Montrer que A, B, C sont deux & deux indépendants mais que A n’est indépendant ni
de BnC, nide BuC.

E Famille d’événements indépendants

Définition 9 : Evénements indépendants vs 2 & 2 indépendants

Soit (4;) ;e avec I fini ou dénombrable une famille d’événements.

m Les A; sont dit deux & deux indépendants lorsque pour tout i # j, A; et Aj sont
indépendant, c’est-a-dire que P(A; N A;) = P(A)P(A)).

m Les A; sont dit indépendants, lorsque

Remarque

R20 — C’est une propriété tres forte : elle demande de vérifier énormément conditions! En
général, les espaces probabilisés sont construits pour avoir des événements indépen-
dants et on n'a donc pas & le vérifier & la main.

R21 — L'indépendance est stable par extraction de sous-familles.

Propriété 19 :Indépendants=2a2 1

Siles A; sont indépendants, alors ils sont deux & deux indépendants.
La réciproque est fausse si n > 3.

Remarque
R22 — Aftention c’est I'inverse des nombres premiers / polyndbmes entre eux :
indépendants globalement = deux & deux.

R23 — Siles événements A; sont deux & deux indépendants et si pour fout i on pose B; = A;
ou A;, alors les B; sont deux & deux indépendants d’aprés la propriété vue précé-
demment. Cela se généralise aux événements indépendants :
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Propriété 20 : Passages au complémentaire dans I'indépendance

Si les événements A; pour i € I sont indépendants et si pour tout i € I on pose
B; = A; ou A;, alors les B; sont indépendants.

Exercice 6 : Indicatrice d’Euler

Soit Q = [1, n] ol n est un entier non premier supérieur ou égal a 2, muni de la probabilité
uniforme. Si d|n, on note A, ={kd | ke Qetkd € Q}.

1. Quelle est la probabilité de A, ?
2. Soit P 'ensemble des diviseurs premiers de n.
(a) Démontrer que (4p) pep st une famille d’événements indépendants.

(b) En déduire le cardinal ¢(n) de I'ensemble A des nombres inférieurs ou égaux &
n et premiers avec n (indicatrice d’Euler).

Exercice 7
Si Ay,..., A, sont indépendants, 1 < p < n-1, Montrer que les événements suivants sont
indépendants :
p n 14 n 14 n
lﬂAl’ef ﬂ Aj, IUAief ﬂ Aj. ] UAiet U Aj,
i=1 i=p+1 i=1 i=p+1 i=1 i=p+1

m VARIABLES ALEATOIRES DISCRETES

On se donne une espace probabilisé (Q, <, P).

n Définition

Définition 10 : Variable aléatoire discréte

Soit E un ensemble quelcongue. Une application X : Q — E est appelée va-
riable aléatoire discréte sur (Q, «,IP) lorsqu’elle vérifie

0

(i)

Elle est dite réelle lorsque Ec R.

ST
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Remarque

R24 —

R25 —

R26 —

R27 —

R28 —

R29 —

La notfation (X = x) est un peu déroutante, cela revient par exemple & noter
77 =sin~1({0}) = (sin =0).

Si A est une partie de E, on note (X € A) I'événement X~ 1(4) = {w e Q, X(w) € A}.

On note aussi, pour une variable aléatoire réelle,

X<0=X10-00,x)=lweQ, X <
et on infroduit de la méme fagon, (X < x), (X > x), (X > x).

Enfin, si f est une fonction définie sur X(Q), on note f(X) la fonction fo X. Est-ce une
variable aléatoire ? Oui. Voir ci-apres.

La deuxieme condifion est I& pour qu’on puisse calculer la probabilité P (X = x) pour
tout x € X(Q).

Sixe E\X(Q), (X =x) =g € o également.

On ne demande pas que E soit fini ou dénombrable, seulement que X (Q) le soit : si
des valeurs de E ne sont pas atteintes, on peut s’en débarrasser.

On ne demande pas non plus que |'univers Q soit fini ou dénombrable.

Lorsque I'univers est fini ou dénombrable, on choisit o« = 22(Q) et toute fonction de Q
dans E est une variable aléatoire discrete.

Exemple : fondamental

E8 —

Si F événement de |'univers Q, alors

Q — {01
1p: 1 SiweF
w —_—
0 SiwgF

est une variable aléatoire.
P(lp=1)=PF et PAp=0)= IP(f).

Propriété 21 : SCE associé a une variable aléatoire

(x=x)

X est un systéme complet d’événements appelé systéme complet

d’événements associé a X.

Remarque

R30 —

On peut remplacer X(Q) par E, ce qui revient & ajouter des ensembles vides.
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Propriété 22 : Les parties de X(Q) sont des événements

Soit X une variable aléatoire discréfe sur (Q, <, 1P). Alors pour foutfe partie A de
X(Q), XeAedd.

Propriété 23 : Une fonction d’une v.a.d. est une v.a.d.

Si X : Q— E est une variable aléafoire discrete, si f : E — F est une fonction (ou
application) quelconque, alors fo X, notée f(X) est une variable aléatoire discréte.

E Loi

On fixe X une variable aléatoire discrete sur (Q, </, 1P).

Définition 11 : Loi d’une v.a.d.

L'application
2XQ) — R

o
A — P(XeA

est appelée loi de X.

Propriété 24 : La loi est une probabilité

P x est une probabilité sur I’espace probabilisable (X(Q), 2 (X (Q))).

Remarque

R31 - Comme X(Q) est au plus dénombrable, il n‘est pas choquant de choisir 2(X(Q))
comme ftribu.

(X, 2(X(Q),Py) est I'espace probabilisé associé & X.

Propriété 25 : Expression de la loi de X

SiAe 2(X(Q), Px(A) =

VERSION DU 22 JANVIER 2026

Corollaire 3

La loi de X est uniquement déterminée par la distribution de probabilités
(IP(X = X)) xex(©)-

Remarque

R32 — Ainsi, pour décrire la loi d'une variable aléatoire, on se contente de préciser X(Q) et
les P(X = x) pour x € X(Q).

On verra plus loin les lois usuelles & connaitre parfaitement.

Notation 1: ~

Si X et Y suivent la méme loi, on note X ~ Y.
Si X suit une loi £, on note X ~ £.

Exercice 8 : CCINP 109

Exercice 9 : CCINP 104

Propriété 26 : Loi de f(X)

Laloide Y = f(X) est donnée par ¥V y € f(X(Q)),

De la méme maniere, on obtient par exemple :

Propriété 27 : Loi d’'une somme, d’un produit

Si X et Y sont des variables aléatoires,
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m Si Z : Q— E est une variable aléatoire discréte, si f : E — F est une fonction
quelconque, alors fo Z, notée f(2) est une variable aléatoire discrete.

FAMILLES DE VARIABLES ALEATOIRES Et constatons que donc, si X et Y sont des variables aléatoires discretes réelles définies

Soit (Q,«/,P) espace probabilisé. surun méme univers probabilisé, alors X+Y, XY, min(X, Y), max(X, Y) sont des variables
aléatoires réelles discretes.
Bien sar, il y aussi T Arctan(l +X2+ Yz)), mais on n‘a cité que quelques exemples fré-

n Définition et lois qguemment utiles.

n Pour calculer les lois :
Couple de variables aléatoires discretes

. s . P R - PX+Y=2= Y PX=xY=y)
Les notions vues en premiére année se généralise sans probléme particulier. %y | Try=z

Définition — Propriété 1 et PXY=2= Y PX=xY=y)
xy | xy=z

Soit X, Y variables aléatoires discrétes sur Q & valeurs dans E, E'. L' application

Q — ExE
& ) H Loi conjointe
w — Xw),Yw)

) P . Définition 12 : Loi conjointe
est une variable aléatoire discrete appelée couple 7 = (X, Y).

Soit (X, Y) un couple de variable aléatoires discretes. On appelle loi conjointe
de (X,Y) laloi Px y) de la variable aléatoire (X, Y).
Remarque
R33— (X,Y)(Q) < X(Q) x Y(Q) efiln’y apas égalité en général. Remarque

R34 - On note indifféremment ((X,Y) = (x,y) oU (X =x)N(Y =y) OU (X =xet X = y) OU
(X =x,Y =y) ces événements.

Propriété 28 : SCE associé a un couple

R36 — Vu la propriété précédente, cefte loi est déferminée par P(X = x, Y = y) pour
(x,¥) € X(Q) x Y(Q). Lorsque les variables aléatoires sont finies, cette loi peut étre re-
présentée dans un tableau a double entrée.

Soit (X,Y) un couple de variables aléatoires discrétes. Alors la famille d’événe- Exemple
ments ((X,Y) = (xry)))(xyy)ex(g)x Y(©Q) est un systeme complet d’événements appelé £9 - On lance deux dés, X est la v.a. égale au plus grand des nombres, Y celle du plus
systéme complet d’événements associé au couple (X, Y) petit. On pose Q = [1,6]? muni de la probabilité uniforme. Calculer la loi conjointe de
T X,Y).

Remarque

-
R35 — On sait donc que Lois marginales

m Si X ef Y sont deux variables aléatoires discretes définies sur un espace proba-
bilisé (Q, <, P), le « couple »

Définition 13 : Lois marginales

XY) 10— X),Y () Si (X,Y) est un couple de variables aléatoires discrétes, les lois de X et de Y sont
est une variable aléatoire discréte. appelées premiére et seconde lois marginales du couple.
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Propriété 29 : Loi conjointe détermine lois marginales

La loi conjointe de (X,Y) défermine les lois marginales de (X,Y) mais la réci-
proque est fausse.

n Lois conditionnelles

Définition 14 : Loi conditionnelle

Soif (X, Y) un couple de variables aléatoires discretes. Pour foutf x € X(Q) tel que
P(X = x) #0, la loi conditionnelle de Y sachant (X = x) est la loi de Y pour la probao-
bilité conditionnelle P (x-y,.

Elle est donc déterminée par, pour tout y e Y (Q),

PX=xY=y)

PO =yl X=0="3x%

Remarque

R37 — Les lois conditionnelles de Y sachant (X = x) et la loi de X permettent de déterminer
la loi conjointe de (X,Y) :

B SoitP(X=x)=0etalors P(X=x,Y=y)<P(X=x)=0donc P(X=x,Y=y)=0,
m SOt P(X=x)#0et
PX=xY=y)=P(Y=y| X=x)P(X =x).

E Extension aux n-uplets

Définition 15 : n-uplets de variables aléatoires

Soit (X1,..., Xp) un n-uplet de variables aléatoires discretes. C’est encore une
variable aléatoire discréte appelé vecteur aléatoire discret de dimension n.

La loi conjointe de (X3, ..., X,) est déterminée par les P(Xy = x1,..., X, = x,) OU
pour fout i, x; € X;(Q).

Les lois de Xj,..., X, sont les lois marginales de (X, ..., Xp,).

VERSION DU 22 JANVIER 2026

Définition 16 : Loi conditionnelle pour » variables

Si x1,...,x,—1 sont fixés, tel que P(X; = x1,..., X1 = x,—1) >0, la loi conditionnelle
de X, sachant (X; = x1,...,X,-1 = x,,—1) est déterminée par

P(X1=x1,..., X5 =xp)
PXy=x1,...,Xp-1=xp-1)

PXp=xn| X1=x1,..., Xp-1=Xp-1) =

pour tout xj,.

Remarque
R38 — Lorsque I'on a la propriété
P(Xj1 =41 | X1 = 21,00, X = ) = P(Xjp1 = X401 | X = X))

(phénomeéne sans mémoire), on dit que la famille (Xi,... X;) de variables aléatoires
est markovienne.

Indépendance

n Cas d’un couple de variable

Définition 17 : Indépendance

Soient X, Y deux variables aléatoires discretes sur I'espace probabilisé (Q, ./, P).
X et Y sont dites indépendantes si pour tout (4, B) € (X (Q)) x (Y (), les évé-
nements (X € A) et (Y € B) sont indépendants, c’est-a-dire

On note parfois X 1L Y.

Propriété 30 : Caractérisation par des événements élémentaires

X et 'Y sontindépendantes si et seulement si pour tout (x, y) € X(Q) x Y (Q), (X = x)
et (Y = y) sont indépendants, c’est-a-dire
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Remarque

R39 — Si X et Y sont indépendantes, la donnée des lois marginales de (X, Y) détermine sa
loi conjointe.

Propriété 31 : Caractérisation par les lois conditionnelles

Soit (X,Y) couple de variables aléatoires. Il y a équivalence entre
() Les variables aléatoires X et Y sont indépendantes.

(i Pour tout ye Y(Q) fel que P(Y = y) >0, la loi de X sachant (Y = y) est la méme
que la loi de X.

(ziiiy Pour tout x € X(Q) fel que P(X = x) >0, la loi de Y sachant (X = x) est la méme
quelaloidey.

Propriété 32 : Fonctions de variables aléatoires indépendantes

Si X, Y sont des variables aléatoires indépendantes, f, g définies sur X(Q) et Y (Q)
respectivement, alors

Exemple

E10- Si X et Y sont indépendantes, pour fous m,ne N, X" et Y" le sont.

Remarque

R40 — En reprenant un calcul précédent, on obtient, si X, Y indépendantes,
PX+Y=2)=

ou I'on peut remplacer X +Y (et x+ y) par n‘importe quelle fonction de X et v.
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HTTPS: //MPI .LECONTEDELISLE.RE H EE%
e
[

1]

n Variables aléatoires indépendantes

Définition 18 : Variables aléatoires indépendantes

Des variables aléatoires discrétes Xi,..., X, sont dites indépendantes lorsque
pour toutes parties A; de X;(Q), ..., Ay, de X,(Q), les événements (X; € Ay), ...,
(X, € Ap) le sont.

Une suite (X») ,ew de variables aléatoires discretes est dite une suite de variables
aléatoire indépendantes lorsque pour tout ne N, Xj,..., X, le sont.

Si, de plus, elles ont méme loi, on dit que ce sont des variables aléatoires indé-
pendantes identiquement distribuées (vaiid).

Propriété 33 : Caractérisation par des événements élémentaires

Xi,...,X, sont indépendantes si et seulement si pour fout
(X1,...,Xn) € X1(Q) x --- x X,(Q), les événements (X; = x1), ..., (X, = xp) le sont.

Remarque

R41 — n expériences aléatoires indépendantes peuvent étre modélisées par n variables
aléatoires indépendantes. Le résultat de la i® expérience est noté X; et

P(X1=x1,...,Xn=xpn) =P(X3 = x1)-- - P(Xp, = xp).

R42 — Comme pour les événements, indépendants = indépendants deux & deux, mais la
réciproque est fausse si n > 2.

Exemple

E11— Si X7, Xp vaiid finies de loi uniforme % (2) sur {—1,1}. X3 = X; x Xp. Montrer que X, X2, X3
sont deux & deux indépendantes mais pas indépendantes globalement.
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Propriété 34 : Fonctions de variables aléatoires indépendantes

Si Xn)new €St une famille de variables aléatoires indépendantes, pour fout
nelN, f, définie X,(Q), alors

Propriété 35 : Lemme des coalitions

Soit n,m € IN fels que 0 < m < n, Xi,...,Xm,...,Xn des variables aléatoires dis-
créfes indépendantes sur (Q,«/,P), f définie sur X;(Q) x --- x X, (Q) et g définie sur
Xm+1(Q) x -+ x Xp (Q).

Le résultat s’étend & plus de deux coalitions.

Théoréme 1

Soit (%n) ne Une suite de lois de probabilités discrétes.
Il existe un espace probabilisé (Q,</,P) et une suite (X,) N de variables aléa-
toires discrétes indépendantes sur (Q, «/,P) tels que pour tout ne IN, X;, ~ %;,.

Exemple

e12— Un jeu de pile ou face infini se modélise (naturellement) par une suite d’épreuves de
Bernoulli indépendantes.

Démonstration : Admis

Exemple

E13 - Reprenons I'exemple E7 et montrons que I'événement A «la piece donne Pile un
nombre fini de fois » est négligeable.

VERSION DU 22 JANVIER 2026

m Lols USUELLES

n Loi Uniforme

Définition 19 : Loi uniforme

On dit que qu’une variable aléatoire finie X suit une loi uniforme lorsque pour
tout x e X(Q),

1
Px({x) =P(X=x)= o

ou n=|X(Q)|, c’est-a-dire que pour tout Ac X(Q), Px(A) = l—;jl.

On note alors X ~%(n).

Exemple

E14 — Siontire un dé équilibré & n faces ou si on tire une boule dans une urne qui en contient
n (numérotée), alors la variable aléatoire du résultat suit 2 (n).

Remarque

R43 — A cela ne concerne pas de la probabilité P inifiale : Py peut étre uniforme sans
que P le soit.

Si, par exemple, on lance un dé & 6 faces truqué tel que I'on obtient 1 ou 6 avec
une probabilité 1/4 et 2,3,4 ou 5 avec probabilité 1/8, X variable aléatoire 1,1y, alors
P(X=0)=P(X=1)=1/2donc X ~%(2) alors que IP n"est pas la probabilité uniforme.

E Loi de Bernoulli

Définition 20 : Loi de Bernoulli

On dit que X suit une loi de Bernoulli de paramétre p € [0,1] lorsque X est &
valeursdans E={0,1}, P(X=1)=petP(X=0=g=1-p.
On note alors X ~ A(p).
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Exemple : Situation type

E15 - Variable aléatoire étudiant le succes (1) d'un événement donné ou son échec (0).

Propriété 36 : Ce sont les fonctions indicatrices

Les variables aléatoires qui suivent une loi de Bernoulli de paramétre p sont
exactement les fonctions indicafrices des parties F de Q telles que P(F) = p.

Remarque

R44 — Deux variables aléatoires de Bernoulli sont indépendantes si et seulement si (X =1) et
(Y =1) le sont.

. o X- . . .
R45 — Si X prend deux valeurs a et b distinctes, alors v = rs suit une loi de Bernoulli de
parameétre p =P (X = b).
Aufrement dit, X=a+ (b—a)Y oU Y suit une loi de Bernoulli.

Loi binomiale
Lors de la répétition de n expériences de Bernoulliindépendantes, la probabilité d’avoir k < n
succes s'écrit Z p¥(1=p)"~k ol p est la probabilité d'un succés.

Si on appelle X la variable aléatoire du nombre de succés, & valeurs dans [0, z], alors elle
suit la loi donnée par

PX=k=

n\ i n—k
1- .
k)p 1-p)

Remarguons que I'on peut écrire X = X +---+ X, oU X; est la variable aléatoire de Bernoulli
succes a la i® répétition.

Définition 21 : Loi binomiale

On dit que X suit une loi binomiale de parameétre (n, p) ol p € [0,1] lorsque X est
a valeurs dans [0, n] et pour tout k€ [0, n],

P(X=k = (Z)pk(l _pyn k= (Z)pkqn_k

avec g=1-p. On note alors X ~ A(n, p).
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Exemple : Situation type

E16 — Nombre de succés dans la répétition de n expériences de Bernoulli indépendantes.

Remarque

R46 — AB(1,p)=AB(p).

n
R47 — La formule du bindbme redonne (ou se retrouve par) Y P(X =k) =1.
k=0

025
020
Tows
010
005 | |
1

ssssssssssss
K

FiIcure 1 - Loi %(10,1/4)

Exercice 10
Si X ~%n,p)alors Y=n—-X~%(n,q).

n Loi géométrique

Soit p €10,11.

On lance une infinité de fois une pieéce donnant pile avec probabilité p. Les lancers sont
indépendants.

Soit X, la variable aléatoire du succeés au n® lancer : elle vaut 1 si c’est pile, et 0 sinon.
(Xn)new+ est une suite de vadiid, foutes de loi B(p).

Soit X la variable aléatoire du rang du premier succes : pour tout w € Q, X(w) =
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Soit ne IN*,

B (X>n)= B Loi de Poisson

P(X>n)= Définition 23 : Loi de Poisson

Soit 2 € R} et X une variable aléatoire discréte. On dit que X suit une loi de

B (X=n)= Poisson de parameétre 1 si X est & valeurs et

P(X=n)=
On note X ~22(A).

m En passant au contraire, Remarque

PX<n= .

R50 — On vérifie bien Y P(X=n)=1.
n=0
m Soit Al'événement « N'obtenir que des faces », et A, = (X > n).
Alors () est décroissante et A= [ Ap. n Propriétés des lois usuelles

nelN*
Par continuité décroissante,

PAp) = n Somme de r vaiid de Bernoulli

Définition 22 : Loi géométrique Propriété 37 : Importante!
Soit p €]0,1[ et X une variable aléatoire discréte. On dit que X suit une loi géo- Si X1,..., Xn vaiid de loi %(p), alors

métrique de paramétre p si X est & valeurs et 5 e oo de o =

Remarque
On note X ~4(p). R51— Plus généralement, si les X; indépendantes suivent %B(n;,p). alors
X1+ + Xy ~BXni,p.
Remarque
+00 n
R48 — Premiére loi dénombrable du programme. On vérifie bien ) P(X=n)=1. Approximation d’une loi de Poisson par des lois binomiales
n=1
R49 — De nouveau, on calcule (& savoir faire!) . i i , i i L. i
B Propriété 38 : Approximation d’une loi de Poisson par des lois binomiales
>n)=
Soit A >0, (pn)n €10,1[N fel que np, — A. (X»)n une suite de variables aléatoires
Exemple : Situation type discrétes réelles.
£17 - Le rang du premier succés dans une répétition infinie d’épreuves de Bermnoulli indé- On suppose que pour tout ne N, X, ~ ‘%,En’p”)'
dantes d &t it 4(p). A
pendanies de parameire p sult < (p) Alors, pour fout ke IN, P(X,, = k) — Fe“.
—too k!
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Remarque

R52 — Une loi binomiale %(n, p) (qui peut étre vue comme nombre de succés dans la ré-
pétition de n épreuve de Bernoulli avec probabilité p de succés) peut donc étre
approchée par une loi de Poisson (1) ou A = np & condition que n soit grand et

A
= — soit peit.
p = soif peti

La loi de Poisson est qualifiée de loi des événements rares.

Exercices CCINP

Exercice 11: CCINP 98

m ESPERANCE

On fixe ici un espace probabilisé (Q,«,P).

Exercice 12: CCINP 95

n Définition

Définition 24 : Espérance d’une variable aléatoire discréte réelle positive

Soit X une variable aléatoire discréte & valeurs dans R* u {+o0}.
L'espérance de X est, par définition, dans [0, +oo],

On a donc E(X) € Ru{+oo} suivant la sommabilité ou non de la famille réelle
positive (IP(X = x)X) xex ()

Lorsque cette famille est sommable, X est dite d’espérance finie E(X) € R et on
note X e LL,

Propriété 39 : Cas d’une variable aléatoire entiére

Soit X une variable aléatoire & valeurs dans IN U {+oo}. Alors
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Définition 25 : Espérance d’une variable aléatoire discréte réelle ou complexe

Soit X une variable aléatoire réelle ou complexe discréte.
Lorsque la famille (P (X = x) x)xex(q) €5t sommable, on dit que X est d’espérance
finie, on note X € L! et on définit son espérance

EX)= ) PX=xx
xeX(Q)

Dans le cas contraire, X n"a pas d'espérance (pas plus infinie que finie)
Lorsque X est d’espérance finie et E(X) =0, X est dife centrée.

Remarque

R53 — Une expression équivalente a « X est d’espérance finie » est « X a un moment d’ordre
1»,

R54 — Une variable aléatoire réelle finie est tfoujours d’espérance finie (programme de
MP2).

R55 — Une variable aléatoire & valeurs dénombrables (x,),ey est d'espérance fi-

nie si et seulement si la série Z P(X =xp)x, converge dbsolument, et alors
nelN

+00
EX)= Y P(X=xn)xn.

n=0
R56 — Ne pas confondre « centrée » et « symétrique » : si

P(X=1)=P(X=2)=P(X=3)=P(X=-6)=1/4,
la variable aléatoire X est bien centrée. Pour autant, X et —X n‘ont pas méme loi.

E Théoréme de transfert

Théoréme 2 : de transfert

Soit X un variable aléatoire discréte, f une fonction définie sur X(Q), & valeurs
complexes.

f(X) est d’espérance finie si et seulement si la famille (P (X = x) f(x) ;e x(q) €St
sommable, et dans ce cas

Remarque

R57 — Pas besoin de connaitre la loi de f(X)!
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Corollaire 4 : Espérance du module (iv) Croissance : si X,Y € L! sont & valeurs réelles et si X < Y presque sdrement,
j L ) B . alors
X a une esperance finie si et seulement si | X| a une espérance finie.
Le cas échéant,
(v) Sixell, est centrée et appelée variable aléatoire centrée as-
sociée a X.

; . " ) (vi) Inégalité triangulaire : Si X e L', | X| e L! et
Corollaire 5 : Sur un univers fini ou dénombrable

Uniquement dans le cas ot Q est fini ou dénombrable, X est d’espérance finie
si et seulement si (IP({w})X (w))wGQ est sommable et dans ce cas (vi) SiyeLl ef|X|<Y,alors Xe L' et

En particulier, si X est bornée, elle est d’espérance finie.

Remarque

Rs8 - Vu en MP2l dans le cas fini. Corollaire 6 : Espace vectoriel !

Exercice 13 :CCINP 97 L’'ensemble L' des variables aléatoires discrétes sur (Q, «/,P) admettant une es-
pérance finie est donc un K-espace vectoriel et X — E(X) est une forme linéaire
sur L1,

Propriétés de I'espérance

. . s ) s Exercice 14 :Inégalité de Jensen
Une espérance peut étre vue comme une intégrale, ce qui rend toutes ces propriétés natu-

relles. Si X est une variable aléatoire réelle finie et ¢ une fonction réelle d’une variable réelle

convexe, montrer que
Propriété 40 : de I'espérance PIEX) < E(P(X)).

. ) . B A Si X est une variable aléatoire réelle discréte, ¢ une fonction réelle d’une variable réelle
X ety désignent deux variables aléatoires réelles ou complexes discretes. convexe dérivable, et si X et ¢(X) sont d’espérance finie, en comparant la courbe de ¢ &

() Si X est constante presque sGrement, c’est-a-dire quon a a € K tel que une de ses tangentes, retrouver I'inégalité précédente.
P(X =a)=1, alors elle est d’espérance finie E(X) =

(i) Linéarité :siX,yeL' et A e K, X+AY eL! et

E(X+AY) = ﬂ Espérances des lois usuelles
(iif) ;c(';'tgg‘)é: 1 ,s; lgrse L' est & valeurs réelles, positive presque strement ie
() Si X ~%B(p)., alors E(X) = (i) Si X ~%4(p), alors E(X) =
Positivité améliorée : si X est & valeurs réelles, positive presque sirement et si (i) Si X ~B(n,p), alors B(X) = (iv) Si X ~22(7), alors E(X) =
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Remarque

R59 — L'espérance d’une loi uniforme est la moyenne arithmétiques des valeurs (en nombore
fini) prises par la variable aléatoire.

Corollaire 7 : Cas d’une fonction indicatrice

Soit A un événement de notre fribu «/. Alors 1,4 a une espérance finie et
EMa) =

Exercice 15 : Formule de Poincaré

n
U

i=1

En remarquant que P

n —
=1-P| () %;
L

l

=1-E (]1 ) prouver la formule de Poin-

Ny 4
caré.

E Exercices CCINP

Exercice 16 : CCINP Exercice 18 : CCINP Exercice 20 : CCINP
102 106 111

Exercice 17 : CCINP Exercice 19 : CCINP
103 108

n Espérance et indépendance

Propriété 42 : Espérance et indépendance

Soit X, Y € L' indépendantes. Alors XY € L', et

Réciproque fausse en genéral.
Plus généralement, si (X, ..., Xp) est une famille de variables aléatoires indépen-
n

dantes d’espérance finie, alors || X; I'est et
i=1
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m VARIANCE, ECART-TYPE ET COVARIANCE

On fixe ici un espace probabilisé (Q,«/,P). Les variables aléatoires considérées sont & valeurs
réelles.

n Espace 12

Sous réserve d’existence, les moments (dénomination hors programme) d’une variable aléo-
toire sont les E(|X|k) pour ke IN*. Ce sont des parameétres numériques qui donnent des rensei-
gnements sur sa loi. En général, on se limite aux moments d’ordre 1 (espérance) et d’ordre 2
(permet d’obtenir la variance).

Notation 2: 2

Soit X une variable aléatoire réelle discrete.
On note X e L2 lorsque X2 est d’espérance finie (ce qu’'on peut noter
IE (X?) < +oo car X2 est & valeurs réelles positives).

Propriété 43 : Inégalité de Cauchy-Schwarz

Si deux variables aléatoires réelles discrétes X, Y € L2, leur produit XY € L1, et

avec égalité si et seulement si X et Y sont colinéaires presque sGrement, c’est-
a-dire

Corollaire 8

L2 est un R-espace vectoriel.

Propriété 44 : 12!

Sixel? xelLl,
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Remarque

R60 — Donc L? est un sous-espace de L.

E Variance et écart-type

Définition 26 : Variance, écart-type, variable réduite

Soit X € I2.
On appelle variance de X le nombre

On appelle écart-type de X le nombre

Lorsque V(X) =1, X est dite réduite.

Remarque

R61— V(X) estle moment d’ordre 2 de la variable aléatoire centrée associée a X : X -E(X).
Par positivité de I'espérance, V(x) > 0 donc I'écart-type est bien défini.

R62 — L'écart-type d’une variable aléatoire finie s'inferprete comme une distance eucli-
dienne dans R" entre le vecteur dont les coordonnées sont les valeurs prises par
X et le vecteur dont toutes les coordonnées valent E(X). C'est donc un indicateur
de dispersion de X aufour de sa moyenne E(X).

R63 — Ne pas hésiter & noter m = E(X). Il est plus facile & visualiser E(X —m) = E(X)—m =0 que
EX-EX) =EX)-EX)=0, par exemple.

R64 — D’apres la formule de transfert, si les valeurs prises par X sont les x; pour i € I et
m=EX),

V(X)= Y P(X = x;)(x; — m)2.
iel

R65 — Plus la variance (et donc I'écart-type) est petit, plus X est concentrée autour de sa
moyenne m = E(X).
Le cas extréme est pour une variable aléatoire constante : V(X) =0.
Réciproquement, si V(X) =0, alors

VxeX(Q), P(X=x)=0oux=m=IE(X).

Autrement dit, P(X # m) =0 ou encore P(X = m) =1 : X est constante presque sdre-
ment.

I Exercice 21: CCINP 100

VERSION DU 22 JANVIER 2026

Propriété 45 : de la variance

Soit X € I,
() Formule de Koenig-Huygens :

(i SiabeR,

(ziiy Sio(X)#0, est centrée réduite, appelée variable aléatoire centrée
réduite associée a X.

Remarque

R66 — La deuxieme formule est intuitive au sens ol une translation des valeurs de X ne
perturbe la distance & la moyenne, et comme cette distance est au carré, une ho-
mothétie de rapport a la multiplie par a?.

Covariance

Définition 27 : Covariance

Soit (X,Y) € (LZ)Z un couple de variables aléatoires réelles discretes admettant
un moment d‘ordre 2.
On appelle covariance du couple (X,Y) le nombre

Lorsque Cov(X,Y) =0, X et Y sont dites non corrélées.

Remarque

R67 — La covariance mesure la corrélation entre les variations de X et de Y dans le sens
ou elle est positive lorsque X et Y s’écartent de leur moyenne dans le méme sens, et
négative si c’est dans le sens opposé.

R68 — Cela ressemble & un produit scalaire et ce n’est pas un hasard! On va vérifier que
c’est une forme bilinéaire symétrique positive. La variance correspond au carré de
la «norme » (et donc I'écart-type & la « norme ».)

Elle n'est pas définie positive mais presque : Cov(X,X) = V(X) = 0 = X = 0 presque
sdrement.
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Propriété 46 : de la covariance

Soient X, Y € 1% deux variables aléatoires réelles discréte admettant un moment
d’ordre 2.

() Cov est une forme bilinéaire symétrique positive.
(il Formule de Kcenig-Huygens :

(i VX+Y)=
(v) SiX LY, Cov(X,Y)=0 ef la réciproque est fausse.
(v) Inégalité de Cauchy-Schwarz :

(Cov(X, Y)* < V(X)V(Y) ie [|Cov(X,Y)<a(X)a(Y)

avec égadlité si et seulement siles variables aléatoires sont colinéaires presque
sarement.

Remarque

Cov(X,Y X
- 70‘/( )—Cov(

= x Y ) €] -1,1] est le coefficient de corrélation de X et Y.
o(X)o(Y)

g(X) o(Y)

n Variance d’une somme de variables aléatoires

Propriété 47 : Variance d’une somme

Soient X1,..., Xn € L2,
) X1+-+Xpel?et

(i) Si X,..., Xy sont décorrélées deux a deux (i # j = Cov(X;, X;) =0),

En particulier, si X,..., X, sont des vaiid,

V(X +-+ Xpn) = nV(X)).

HTTPS://MPI.LECONTEDELISLE.RE H b h}?

H Cas des lois usuelles

Propriété 48 : Espérance et variance des lois usuelles

() Si X ~Bp),

(i Si X ~%B(n,p).

(il Si X ~4(p),

(V) Si X ~P0),

m INEGALITES DE MARKOV ET DE BIENAYME-TCHEBYCHEV, LOI FAIBLE

DES GRANDS NOMBRES

Propriété 49 : Inégalité de Markov

Soit X € L' une variable aléatoire discréte admettant une espérance finie. Pour
tout a>0,

Remarque

) N ", , EX
R70 — Si X est & valeurs positives, on a donc aussi P(X > a) < (—).
a

) E(X
R71— On aaussi P(|X|>a) < %.
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Propriété 50 : Inégalité de Bienaymé-Tchebychev

Soit X € 12 une variable aléatoire réelle discréte admettant un moment d’ordre
2,a>0.

c’est-a-dire, en nofant m I'espérance de X et o son écart-type,

Remarque

R72 - Le a? est logique pour des raisons d’homogénéité (dimension).
R73 — On refrouve avec I'inégalité de Bienaymé-Tchebychey, le fait que si V(X) =0,
Ve>0, PIX-EX)| >¢) =0.
Donc, P(1X -E(X)|>0) =0, c’est-a-dire P(X = E(X)) = 1.
R74 — En particulier, P (I X-EX)|<a)>1- Véf) .

Intuitivement, en répétant de nombreuses fois un lancer de piéce équilibrée, la fréquence
d’apparition de pile doit se rapprocher de %
Le théoréme suivant permet de donner un cadre théorique a cette intuition.

Théoréme 3 : Loi faible des grands nombres

Soit (Xp)p>1 € (Lz]]N* une suite de variable aléatoires discrétes réelles deux a
deux indépendantes identiquement distribuées (de méme loi) sur (Q,«/,P), ad-
mettant un moment d’ordre 2. Soit m I'espérance de X, et o son écart-type.

On pose enfin Sy = X1 +--- + Xj,.

Pour fout € >0,

Remarque

R75 — Parmi tous les échantillons de valeurs possibles (Xi,...,X,), ceux dont la moyenne
(Sn/n) s éloigne de I'espérance m sont rares, et cette rareté s’accentue avec la taille
de I’échantillon (n — +o0).

VERSION DU 22 JANVIER 2026

Exercice 22 : CCINP 99

m FONCTIONS GENERATRICES

Dans cette partie, les variables aléatoires sont & valeurs dans IN.

n Définition

Définition 28 : Fonction génératrice

Soit X variable aléatoire discréte sur (Q,«,1P) & valeurs dans IN.
On appelle fonction génératrice associée a X la fonction

Remarque

R76 — Il s’agit donc de la somme de la série entiere sont la suite de ceoefficients est la (distri-
bution de probabilité associée & la) loi de X.
L'unicité des coefficients de la série entiére assure que la fonction génératrice déter-
mine la loi de X (il suffit de calculer ces coefficients).

Propriété 51 : des fonctions génératrices

() Le rayon de convergence de la série entiére ) P (X = n)¢"* est et
elle converge normalement sur
(i) Pour tout te[-1,1], Gx (1) =E( ).
(i) Gx est continue sur [-1,1], de classe €*° sur]—1,1[ et pour tout ne N,

PX=n)=

Remarque

R77 — Avec la derniére propriété, on vérifie de nouveau que Gx détermine la loi de X.
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Corollaire 9 : Caractérisation de la loi Exercice 23 : Identité de Wald

, . , . R o . Soit (X,) ,ey Une suite de variables aléatoires de méme loi et d’espérance finie & valeurs
Deux variables aléatoires X, Y a valeurs dans IN ont méme loi si et seulement si dans IN et N une variable aléatoire & valeurs dans IN, d’espérance finie tel que N et toutes

elles ont méme fonction génératrice. les X, soient indépendantes.

1. On suppose dans cette question que les X;, suivent une loi %(p) de paramétre p €]0,1]
et que N suit une loi 22(9) de paramétre 6 > 0.
n
Rappeler les fonctions génératrices, pour ne N, de X,, Y X, et N puis déterminer la
(=1

Propriété 52 : Lien avec I'espérance et la variance

N
, . . , , . loide Y =) X, (on admet qu’elle définit bien une variable aléatoire discréte.
() xeL! (est d’espérance finie) si et seulement si Gx est dérivable est 1 et alors [; e ) )
2. Dans cette question, on suppose que les X, suivent une méme loi quelconque, et
que N suit une loi quelconque, toujours toutes & valeurs dans IN et indépendantes.
Montrer l'identité de Wald

(i X e I? si et seulement si Gx est deux fois dérivable est 1 et alors E

N
> Xg) =EMWEX)).
=1

On exprime alors V(X) & I’aide de G’ (1) et G5 (1).

n Exercices CCINP

E . Exercice 24 : CCINP 96 Exercice 25: CCINP 110
Cas des lois usuelles

Le programme demande de savoir calculer la fonction génératrice d’une variable aléatoire
de Bernoulli, binomiale, géométrique, de Poisson. Allons-y.

Somme des variables aléatoires

Propriété 53 : Fonction génératrice d’'une somme

Soient Xi,...,X, des variables aléafoires discrétes indépendantes & valeurs
dans IN. Alors

Applications

= On retrouve la fonction génératrice d’une loi binomiale & partir de la somme de n vaiid
de loi de Bernoulli.

m Une somme de variables aléatoires de loi de Poisson 22(1;) est encore de loi de Poisson de
parametre la somme des A;.

m Une somme de variables aléatoires de loi %(n;, p) indépendantes est de loi B(Y n;, p)
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m FORMULAIRE

Sous réserve d’existence, sommabilité, d’admission de moments, etc. Voici les principales
formules du chapitre.

m loide X Px:A— ) P(X=x) défterminée par les P(X = x) pour x € X(Q), positifs
xeA

de somme 1.

m Espérancede X EX)= ) PX=xx
XEX(Q)

et si Q fini ou dénombrable EX)= Y P{w})X(w)

weQ

+00
etsiX@cN, EX)=) P(X>n).

n=1
m Formule de transfert

EFxn= Y PX=xfx.
xeX(Q)

m Variance de X
VX) =E(X-EX)?)=E(X?)-EX)?.

m Covariancede X et v
Cov(X,Y) =E(X-EX)(Y -EY)) = EXY)-EXIEY)

nulle si indépendantes.
m Variance d’'une somme

VX+Y)=V(X)+2Cov(X,Y)+V(Y).
m Loi de Bernoulli %(p)
PX=1)=p PX=0=l-p=q EX)=p VX=pg Gx(H=q+pt

m Loi binomiale %(n, p)

Vke[o,n], IP(sz)z(Z)pkq”_k EX)=np VX =npqg Gx{®=(q+p)"

m Loi géométrique 4(p)

q
— Gx ()=
P2

pelo,1l  VneN*, P(X=n)=pg"! ]E(X):% VX)) =

Loi de Poisson 22(1)

n
A>0 Vnel, IP(X:n):%e"1 EX)=A4 VX =1  Gx()=eMD

Continuités croissante et décroissante
Si (Ap) new UNe suite croissante (pour I'inclusion)

P(Ap)

P
oo

+00
U An
n=0

k—+

Si (Ap) e UNe suite décroissante (pour I'inclusion)

P

P(Ap)

k—+00

+00
1 An
n=0

Inégalité de Markov Sia>0, P(X|>a) < _E(IaXI).

Inégalité de Bienaymé-Tchebychev Sia>0, m=E(X) et 0 =0(X) =vVV(X).

2

g
PlX-mlza) < —
a

Loi faible des grands nombres Si e >0, (X;) une suite de vaiid L? d’'espérance m,

alors
p(

Inégalité de Cauchy-Schwarz Si X, Y € 2, alors XY € L!, et

S
22 m 26)

n n—-+oo

(EXY)? <E(X?)E(Y?) ICov(X, V) K V(X)V (V)

avec égalité si et seulement si X et Y sont colinéaires presque sGrement.
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m ANNEXE : LUNIVERS PROBABILISE DU PILE-FACE INFINI

Pour I'univers, pas de probleme. On pose Q = {0, N,

Bien sar, on pourrait remplacer {0,1} par {P,F} ou par {-1,1}. Dans la suite, on comprendra 1
comme «Pile », 0 comme « Face », on note alors que I'avantage du codage 0-1 est que pour
dénombrer les « Pile » on n'a qu’a faire la somme des issues. On note p un élément arbitraire de
10,1[ (qui désignera la probabilité d’obtenir Pile & un firage quelconque).

Définition 29 : Evénements de type fini

On appelle événement de type fini (ou événement cylindrique) toute partie B
de Q telle qu’il existe n>1 et A€ {0,1}", vérifiant

wEB < (wq,...,0y) € A.

Propriété 54 : Structure

L’ensemble ¢ des evénements de type fini est une « algébre » :
() Qe€
(i) (A,B)e 6> = AUB€€
(i) Ac€¢ = Ae€

Remarque

R78 — € est stable par réunion finie et par intersection finie.

On peut définir de maniére naturelle ce que I'on voudrait étre la probabilité d’événements
ne portant que sur un nombre fini de lancers indépendants.

Définition 30 : Probabilité sur les événements de type fini

On pose, sin>1 etsi (e1,...,e,) €10,1}7

PweQ, @1,...,0n) = (€1,...,en)}) = ST Hen (1 — pyt=(ErtFen)

La difficulté est de |'étendre & une tribu contenant fous les événements de type fini.
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Propriété 55 : Extension

P s’étend de maniére unique & € en une application que I'on nofera encore
P, et qui vérifie
N P=1
(i) V(AB)€€? ANB=2 = P(AUB)=P(A)+P(B)

Propriété 56 : o-additivité
P a la propriété plus forte que (i) suivante :
(i) Pour toute suite ¥(Ap) e € €V, si les A, sont deux-a-deux disjoints et si

+00
U An e, alors
n=0

p

+00
U An
n=0

+00
=) P(Ap).
n=0

Théoréme 4 : Existence et unicité de la probabilité

Il existe une unique probabilité sur la tribu «f engendrée par € qui prolonge P.

Propriété 57
o C2Q) ! ily ades parties de Q qui n‘ont pas de probabilité.

m La propriété 56 n’est pas trop facile.

m Le théoréeme 4 non plus : c’est le théoréme de Caratheodory.
Elle ufilise la notion de fribu engendrée qui, elle, ne présente pas de difficulté : on vérifie
que l'intersection des tribus contenant une partie de 22(Q) donnée est une tribu.

®m La propriété 57 est décevante, car on aimerait bien exhiber des telles parties. Or pour
montrer leur existence, on a besoin du célebre Axiome du Choix, on est donc en pleine
théorie des ensembles...remarquons que c’est cela qui oblige & s‘'occuper de tribus : sion
pouvait définir les probabilités, & chaque fois, sur 22(Q), la notion de tribu d’évéenements
serait moins nécessaire.

PROBABILITES - PAGE 24 SUR 24


https://mpi.lecontedelisle.re

	Probabilités
	Espace probabilisé
	Tribu
	Probabilité
	Cas très simple : univers fini
	Cas simple : univers dénombrable
	Cas moins simple : univers non dénombrable
	Continuités croissante et décroissante
	Inégalité de Boole
	Négligeabilité

	Conditionnement
	Probabilité conditionnelle
	Probabilités composées
	Probabilités totales
	Formule de Bayes

	Événements indépendants
	Couple d'événements indépendants
	Famille d'événements indépendants

	Variables aléatoires discrètes
	Définition
	Loi

	Familles de variables aléatoires
	Définition et lois
	Extension aux n-uplets
	Indépendance

	Lois usuelles
	Loi Uniforme
	Loi de Bernoulli
	Loi binomiale
	Loi géométrique
	Loi de Poisson
	Propriétés des lois usuelles
	Exercices CCINP

	Espérance
	Définition
	Théorème de transfert
	Propriétés de l'espérance
	Espérances des lois usuelles
	Exercices CCINP
	Espérance et indépendance

	Variance, écart-type et covariance
	Espace L2
	Variance et écart-type
	Covariance
	Variance d'une somme de variables aléatoires
	Cas des lois usuelles

	Inégalités de Markov et de Bienaymé-Tchebychev, Loi faible des grands nombres
	Fonctions génératrices
	Définition
	Cas des lois usuelles
	Somme des variables aléatoires
	Exercices CCINP

	Formulaire
	Annexe : l'univers probabilisé du Pile-Face infini


