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Probabilités

Extrait du programme officiel :

Cette section généralise aux variables aléatoires discrétes I’étude menée en premiere année des variables aléatoires & valeurs
dans un ensemble fini. Cette généralisation nécessite d’introduire des notions générales de théorie des probabilités, lesquelles font
I‘'objet d’un exposé a minima. En particulier :

— la notion de tribu, introduite pour donner un cadre rigoureux, n’appelle aucun développement théorique ;
— la construction d’espaces probabilisés n’est pas un objectif du programme ;
— les diverses notions de convergence (presque sare, en probabilité, en loi) sont hors programme.
La théorie des familles sommables permet une extension trés naturelle des notions et résultats vus en premiere année. Cette exten-
sion est effectuée rapidement, de maniere & libérer du temps pour les exemples et exercices. L'objectif de |'enseignement est en effet

de renforcer la compréhension de I’aléatoire, en lien avec d’autres parties du programme. On pourra ainsi faire fravailler les étudiants
sur divers objets aléatoires (permutations, graphes, matrices...) les inégalités de concentration et des exemples de processus & femps

discret (marches aléatoires, chaines de Markov...).
La notion de variable & densité est hors programme.

La notion d’espérance conditionnelle est hors programme.

CONTENUS

CAPACITES & COMMENTAIRES

b) Espaces probabilisés

Tribu sur un ensemble Q. Espace probabilisable (Q, ).
Evénements.

Probabilité sur un espace probabilisable, o-additivité.
Espace probabilisé (Q,«, P).
Continuité croissante, continuité décroissante.

Propriété de sous-additivité de P pour une réunion dénombrable
d’événements.

Evénements négligeables, événements presque sdrs. Une
réunion (resp. intersection) finie ou dénombrable d’événements
négligeables (resp. presque sars) est un événement négligeable
(resp. presque sar).

La manipulation de tribus n’est pas un objectif du programme.

Généralisation du vocabulaire relatif aux événements introduit
en premiére année.

Application : pour une suite (Ap) ey d’événements (non néces-
sairement monotone), limites quand n tend vers I'infini de

P(kL:JOAk) et P(IQOAk).

Systémes quasi-complets d’événements.
Tout développement supplémentaire sur ces notions est hors pro-
gramme.

c) Probabilités conditionnelles et indépendance

Extension des résultats vus en premiere année : probabilité condi-
tionnelle, formule des probabilités composées, formule des pro-
babilités totales, formule de Bayes.

Par définition, les événements A et B sont indépendants si
P(AnB)=P(A)P(B).

Famille d’événements indépendants.
Si A et B sont indépendants, A et B le sont aussi.

Notations Pg(A), P(A|B).

Lorsque P(B) >0, I'indépendance de A et B s’écrit P(A|B) = P(A).

L'indépendance deux a deux n‘implique pas I'indépendance.

d) Espaces probabilisés discrets

Si Q est un ensemble, une distribution de probabilités discrétes sur
Q est une famille d’éléments de R* indexée par Q et de somme
1.

Probabilité définie sur «f = 22(Q) associée A une distribution de
probabilités discrétes sur Q.

Support d'une distribution de probabilités discrete ; le support est
au plus dénombrable.

Si Q est au plus dénombrable, on obtient ainsi toutes les probabi-
lités sur 2(Q).
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e) Variables aléatoires discrétes

you if you are sfill under warranty. They are great to work with so
don’t hesitate ! Une variable aléatoire discrete X définie sur |'es-
pace probabilisé (Q, <, P) et & valeurs dans E est une application
définie sur Q, & valeurs dans I'ensemble E, telle que X(Q) soit au
plus dénombrable et que, pour tout x e X(Q), I'ensemble XL ({x})
appartienne 4 o .

Loi Px d’une variable aléatoire discréte X.

Dans ce qui suit, toutes les variables aléatoires sont supposées
discréftes.

La probabilité Py est déterminée par la distribution de probabili-
tés discréte (P(X = x))xgx[g] .

Notation X ~ Y.

Variable aléatoire f(X).
Si X ~Y alors f(X) ~ f(Y).

Loi conditionnelle d’une variable aléatoire X sachant un événe-
ment A.

Couple de variables aléatoires. Loi conjointe, lois marginales.
Détermination des lois marginales & partir de la loi conjointe.

Notations (X = x), (X € A), {X = x}, {X € A}.

Lorsque E =R, la variable aléatoire X est dite réelle.

Notations (X < x), (X > x), (X < x), (X > x) (et analogues avec acco-
lades) pour une variable aléatoire réelle X.

La loi de X peut au besoin étre définie sur un ensemble conte-
nant X(Q).

La notation X ~ Y ne suppose pas que X et Y sont définies sur le
méme espace probabilisé.

Un couple est une variable aléatoire & valeurs dans un produit.
Notation P(X =x,Y =y).
Extension aux n-uplets de variables aléatoires.

f) Variables aléatoires indépendantes

Couple de variables aléatoires indépendantes, famille finie de
variables aléatoires indépendantes.

Famille quelconque de variables aléatoires indépendantes.

Fonctions de variables aléatoires indépendantes : si XLLY, alors
fXg(Y)

Lemme des coalitions :
si les variables aléatoires Xi,..., X, sont indépendantes, les va-
riables aléatoires f(Xi,..., Xm) et g(Xm+1,..., Xn) le sont aussi.

Existence d’espaces probabilisés portant une suite de variables
indépendantes de lois discrétes données.

Notation x1l1y.

Les variables aléatoires X et Y sont indépendantes si et seule-
ment si la distribution de probabilités de (X, Y) est le produit des
distributions de probabilités de X et Y. Extension aux n-uplets de
variables aléatoires.

Extension au cas de plus de deux variables.

Extension au cas de plus de deux coalitions.

La démonstration est hors programme.
Suites i.i.d. Modélisation du jeu de pile ou face infini : suite i.i.d.
de variables de Bernoulli.

g) Lois usuelles
Pour p dans ]0, 1], loi géométrique de paramétre p.

Variable géométrique de paramétre p.

Pour A dans R, loi de Poisson de paramétre A.
Variable de Poisson de parametre A.

Notations ¢(p). X ~4(p).

Interprétation comme rang du premier succés dans le jeu de pile
ou face infini.

Notations 2(1), X ~ 2 (A).
Interprétation en termes d’événements rares.

h) Espérance d’une variable aléatoire réelle ou complexe

Si X est une variable aléatoire & valeurs dans R™ U {+o0},
'espérance de X est la somme, dans [0,+occ], de la famille
(x P(X =x))xex()-

Pour une variable aléatoire & valeurs dans IN u {+oo}, €galité

+00
EX)= ) P(X>n).

n=1

Une variable aléatoire complexe X est dite d’espérance finie sila
famille (x P (X = x)xex(q) €St sommable: dans ce cas, la somme
de cette famille est I'espérance de X.

Espérance d’une variable géométrique, d’une variable de Pois-
son.

Notation E(X).

Notation E(X). Variables centrées.
La notation X € L! signifie que X est d’espérance finie. On ne
soulévera aucune difficulté quant & la définition précise de L.
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Formule de transfert : soit X une variable aléatoire discréte, f une
fonction définie sur X(Q) & valeurs complexes; alors f(X) est d’es-
pérance finie si et seulement si la famille (f(x) P (X = x)) ¢ x(q) €St

sommable; sitel estle cas: E(f(X))= Y. f(x)P(X=x).
x€X(Q)

Linéarité, positivité, croissance, inégalité triangulaire.

Si|X|<YetsiveLl,alors XxeL!.
Si X et v sont dans L! et indépendantes, alors XY est dans L! et :

E(XY) =E(X) E(Y).

VERSION DU 22 JANVIER 2026

CAPACITES & COMMENTAIRES

Caractérisation des variables aléatoires & valeurs dans R* d’es-
pérance nulle.

Extension au cas de n variables aléatoires.

i) Variance d’une variable aléatoire réelle, écart type et covariance

Si E(X?) < +00, X est d’espérance finie.

Inégalité de Cauchy-Schwarz : si X et ¥ sont dans L2, XY est dans
L' et E(XY)? <E(X?) E(Y2).

Pour X € L2, variance et écart type de X.

Relation V(X) = E(X?) - E(X)2.
Relation V(aX +b) = a® V(X).

Variance d'une variable géométrique, d'une variable de Pois-
son.

Covariance de deux variables aléatoires de L2.

Relation Cov(X,Y) = E(XY) - E(X)E(Y). Cas de variables indépen-
dantes.

Variance d'une somme de n variables aléatoires, cas de va-
riables décorrélées.

La notation X € L? signifie que X2 est d’espérance finie. On ne
soulévera aucune difficulté quant & la définition you if you are still
under warranty. They are great to work with so don't hesitate lpré-
cise de 12,

Cas d’égalité.

Notations V(X), o (X). Variables réduites.
Caractérisation des variables aléatoires de variance nulle.

E(X)

Si o(X) >0, la variable aléatoire X;T est centrée réduite.

j) Inégalités probabilistes et loi faible des grands nombres

Inégalité de Markowv.
Inégalité de Bienaymé-Tchebychev.

you if you are still under warranty. They are great to work with so
don’t hesitate ! Loi faible des grands nombres : si (Xp) ;> est une
suite i.i.d. de variables aléatoires de variance finie, alors, pour
fout e>0, S
n
P( ——m'}s] — 0,
n n—oo

n
ol S, =) X;etm=EX)p).
k=1

Utilisation des inégallités de Markov et de Bienaymé-Tchebychev
pour établir des inégalités de concentration.

k) Fonctions génératrices

Fonction génératrice de la variable aléatoire X & valeurs dans
+00

N: Gx(n=E(tX)= . P(x =k k.
k=0

Détermination de la loi de X par Gy.

La variable aléatoire X est d’espérance finie si et seulement si Gx
est dérivable en 1; dans ce cas E(X) = Gx'(1).

Fonction génératrice d’une somme finie de variables aléatoires
indépendantes & valeurs dans IN.

La série entiere définissant Gx est de rayon supérieur ou égal a1
et converge normalement sur le disque fermé de centre 0 et de
rayon 1. Continuité de Gx.

La démonstration de la réciproque n’est pas exigible.

Utilisation de Gx pour le calcul de E(X) et V(X).

Les étudiants doivent savoir calculer rapidement la fonction gé-
nératrice d’une variable aléatoire de Bernoulli, binomiale, géo-
métrique, de Poisson.
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Il Tribu

Comme vu en premiére année dans le cadre des probabilités finies, on appelle univers, noté en général Q, I'en-
semble des issues ou résultats ou réalisations d’'une expérience aléatoire.

Commengons par rappeler quelques situations modeéles dans le cadre des univers finis : firage de p boules dans une
urne en contenant n, numérotées de 1 d n.

Exemple

E1 - Tirages successifs, avec remise : Dans ce cas, I'ordre estimportant, et il peut y avoir répétition. On peut choisir
comme modegle de résultat un p-uplet (ou p-liste) d’éléments de [1, n].

On pose Q =[1,n]P, et alors |Q] = nP.
Il s"agit aussi du nombre d’applications d’un ensemble a p éléments vers un ensemble & n éléments (&
chaque tirage, on associe sa boule).

E2 — Tirages successifs, sans remise : Dans ce cas, |'ordre est important, et il ne peut pas y avoir répétition. On
peut choisir comme modéle de résultat un p-uplet d’éléments deux & deux distincts (ou p-arrangements) de
[1,n].

On pose Q = o), ([1,n]). et alors
!

(n—p)!

1QI=A" =nn-1)---n-p+1)=

(notation hors-programme).
II's’agit aussi du nomibre d’injections d’un ensemble & p €léments vers un ensemble & n éléments (G chaque
firage, on associe sa boule).

E3 - Tirage simultané : Dans ce cas, I'ordre n’est pas important, et il ne peut pas y avoir répétition. On peut choisir
comme modeéle de résultat une partie & p éléments de [1,n] (ou p-combinaison).
On pose Q=22 ([1,n]). et alors

1l = n| nn-1)--(n-p+1) n!
\n) p! pln-p)t

Rappelons également qu’une méme expérience peut donner lieu & différents univers possible selon ce que I'on
souhaite observer (par exemple : carte d’une main vs couleur seulement de la carte, ou bien résultat d’un dé vs parité
de ce résultat, etc.)

C’est encore plus vrai pour des univers infinis : le cadre formel que I'on va se donner prévoit que certaines parties de
I"'univers Q seulement soient « observables » (les événements), afin de définir une probabilité dans ce cadre plus général.
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Remarque

R1— Conformément aux habitudes probabilistes, on note, pour Ac Q, A=Q\ A le complémentaire dans Q de A.
Cela n’a absolument rien & voir avec I'adhérence topologique, donc.

R2— Convention d’écriture : les lettres cursives o7, 22... désignent des ensembles d’ensembles tandis que les lettres
droites A, B désignent des ensembles simples (comme les événements).

Définition 1 : Tribu

Soit Q un ensemble. On appelle tribu sur Q toute partie o« de 22(Q) telle que
() oo
(i) Stabilité par passage au complémentaire : Ac .of — A€ of

+00
(iiiy Stabilité par réunion dénombrable : Si (4,), est une suite d’éléments de A, | Ane o/

n=0

Le couple (Q,«) est appelé espace probabilisable, et les éléments de «/ ses événements.

Exemple

E4 - 22(Q) est une tfribu sur Q (dite discréte)
E5 — {2,Q} est une tribu sur Q (dite grossiére)

E6 — Si A est une partie non vide de Q, distincte de Q, la plus petite tribu sur Q contenant A est {@,A,Z,Q}.

Le vocabulaire vu en premiere année reste valable :
m Si Ac o/, A estI’événement contraire (qui est bien un événement).
m L'événement o est appelé événement impossible.

m On dit que deux événements A et B sont incompatibles lorsque AnB=&.

Ne pas confondre issue = résultat = réalisaftion avec événement!

D’apres le programme officiel, la manipulation de fribu n’est pas un objectif du programme : elles servent de cadre
théorique mais, dans la pratique, on n’attend pas nécessairement de les préciser.

Propriété 1 : des tribus

Une tribu est stable par réunion finie, par intersection dénombrable, par intersection finie.
Ainsi dit, si «f est une fribu sur Q,

(h Qeof

+00
(i) Si (Ap)new €St une suite d’éléments de of, () An €A

n=0

N N
(iify Si (An)o<n<n €5t une famille finie d’éléments de o/, | J A, et et (| Ap e/

n=0 n=0
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Exercice 1

Soit « une tribu d’événements d’un espace probabilisable et (4,),>, une famille de /. Décrire & I'aide des
opérations ou comparaisons ensemblistes usuelles les situations ou les événements suivants (sauf pour les items 4
a 6, on écrira des choses du type « w € E » ol E est un ensemble & déterminer).

1. Lun au moins des événements A;, A», A3 est réa- 8. L'un au moins des A; se réalise.
lisé. . < 5 .
, L. . 9. Tous les événements A; se réalisent a partir du
2. L'un seulement des événements A; et A, est réa- rang io
lisé.
3. A et 4, se réalisent mais pas As. 10. Tous les événements 4; se réalisent & partir d’un
N . AT , . certain rang.
4. A chaque fois que A; est réalisé, A, I'est aussi. 9
5. A; et A, ne se produisent jamais ensemble. 11. Une infinité d’événements A; se réalisent.
6. A; ou A se produisent toujours. 12. Seul un nombre fini d’événements A; se réa-
7. Tous les événements (4;);cy+ se réalisent. lisent.
+00
1. we AJUAQU A3 9. we [ 4
2. we (A1\A2) U(A2\ A)) = A1AA, (différence symé- i=ip
frique)
A 400 [+00
3. we AJUAU A3 10. we LJ rw A;
4, Al c A =1
5 AinAy=0
6. AjUA=Q poylies
o 1. we 01 -L,J-Al
7. we ) A J=AE
i=1
+00 +o00 (+oo__
8. wEUA,- 12.(1)€U ﬂAi
i=1 j=IN=]

E Probabilité

Définition 2 : Probabilité

Soit (Q,«) un espace probabilisable. Une probabilité (ou mesure de probabilité) sur (Q,«) est une
application P définie sur «f telle que

() VAes, TP(A) €[0,1] (>0 suffirait)
(i) P =1
(i) o-additivité : Si (A,),cn est une suite d’événements deux & deux disjoints (incompatibles), ZIP(AH)

+00 +00
converge et P ( L] An) =) P(4y).
n=0

n=0

On dit alors que le triplet (Q, «,P) est un espace probabilisé.

Propriété 2 : d’une probabilité

Soit (Q,<f,IP) un espace probabilisé, A et B des événements : A,Be «.

() P(@)=0.
(i Si A et B sont deux événements incompatibles, P(Au B) = P(A) + P(B).
N N
Plus généralement, P| | | An|= ) P(An).
n=0 n=0

(i SiAcB, P(B\ A)=P(B)-P(A).Si A et B sont quelconques, P(B\ A) =P(B) —P(ANB).
(iv) P(AuB)=P(A) +P(B)-P(AnB)
(v) Croissance : si Ac B, P(A) <P(B).
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Démonstration

@) II'suffit de considérer la suite d’éléments de «f constituée uniguement d’ensembles vides.
(i) II'suffit de compléter la famille finie par des ensembles vides et d’utiliser la o-additivité.
(i) B=(B\A)U(ANB).
(v) AUB=AU(B\A).
(V) B=AU(B\A). [ |

Remarque

R3 — Pour frois événements,
P(AuBUC)=PA)+PB)+P(C)-P(AnB)-P(AnC)-P(BNC)+P(AnBNC).

Et plus généralement, Formule de Poincaré (HP) : pour toute famille (A, ..., Ay) € 2(Q)",

n
P(AjU---UAp) =) P(A)- ) PAnAp+ > IP(AimAjmAk)+---+(—1)"_1]P(A1m---mAn)
i=1 1<i<j<n 1<i<j<k<n

((_1)k—1 Y P(4; mmmAl-k))

1<i1<i2<“'<ik<ﬂ

:él((-l)kl Y PlNa

Ie([L,n]) \iel

1]
™M=

1

A

iel

)= Y eyt

1e2([1,n])

qui peut se montrer par récurrence par exemple, ou, plus simplement, en remarquant que

n no__
P|U 4 N4

i=1 i=1

=1-P

=1l —E(]l ) =...Voir I'exercice 15 du cours.

N, A

Propriété 3 : Probabilité d’'une réunion au plus dénombrable

Si (A)ie; est une famille au plus dénombrable d’événements deux G deux incompatibles, alors

L] A,-) =Y P(A)).

iel iel

(IP(A,-)) , est sommable et P

i€

Démonstration

C’est immédiat si I est fini, et sinon, via une énumération de I, on se raméne & une somme sur IN et & la o-
additivité. [

Définition 3 : Distribution de probabilités

Soit @ un ensemble. On appelle distribution de probabilités sur Q toute famille d’éléments de R* in-
dexée par Q et somme (finie) égale a 1.
On appelle support d’une telle distribution (py),., I'ensemble {w e Q, p, #0}.

Propriété 4 : Support au plus dénombrable

Le support d’une distribution de probabilités est foujours au plus dénombrable.

Démonstration

C’est une propriété connue des familles sommables. [ |
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Cas trés simple : univers fini

Si Q est fini, on prend généralement o = 22(Q), et la propriété de o-additivité est équivalente & la propriété

Si A et B sont deux événements disjoints, alors P(Au B) = IP(A) + P(B).

Propriété 5 : Probabilité finie associée a une distribution

SiQ={w,...,0n}. P est enfierement définie par la donnée d’une distribution de probabilités (p.,)
telle que pour fout i € [1,m], P ({w;}) = pw,;. Et, pour toute partie A de Q,

1<i<m

PA) =Y Ploh =Y po

weA weA

Les probabilités des evénements élementaires déferminent donc .

Démonstration

Comme en MP2I,

ﬂ Cas simple : univers dénombrable

Ici, on garde la propriété de o-additivité, que I'on ne peut plus remplacer par la simple addifivité.
Ici encore, il n"y a pas d'obstacle & prendre la tribu « discrete », c’est-a-dire 22(Q). On obtient :

Propriété 6 : Probabilité discréte associée a une distribution

Soit Q un ensemble dénombrable. Pour toute distribution de probabilités (py)wea. il €Xiste une unique
probabilité sur 22(Q) telle que
YweQ, P({w}) = pw

Cette probabilité vérifie
VAe2(Q), PMA=Y po

weA

Démonstration

Analyse-synthése. C’est une conséquence de ce qui a été vu dans le chapitre sur la soonmabilité (sommation
par paquets).

Donc, encore une fois, IP est définie de maniére unique par les probabilités des singletons. Pour un univers fini ou
dénombrable, les tribus d’évenements n‘ont donc pas grand intérét.

E Cas moins simple : univers non dénombrable

Dans le cas ou I'univers est infini indénombrable c’est plus compliqué : on peut montrer que pour un tirage & pile
ou face infini non dénombrable, modélisé par 0,11 (non dénombrable par argument diagonal de Cantor), la seule
valeur possible pour la probabilité d’un événement élémentaire est... 0.

Pourquoi ? Intuitivement, si la probabilité d’obtenir un pile est p €]0,1[, alors la probabilité d’obtenir n piles de suite de
va étre p” oo O Donc, il est Iégitime de penser que I'événement « n‘obtenir que des piles » a une probabilité nulle,
par exemple.

C’est donc moins simple, on en peut pas se contenter des événements élémentaires, mais completement hors-
programme.
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E Continuités croissante et décroissante

Propriété 7 : Continuité croissante

Soit (Ap) new UNe suite croissante (pour I'inclusion) d’événements :
VnelN, A,c Ay

Alors
P(Ax)

+oo
P A
k—+oc0 (nL:JO n)

Remarque

+00
R4 — Continuité car | A, est en quelque sorte la « limite » de la suite croissante (A,) e -
n=0
k
Remarquons aussi que A = | Ap.
n=0

Démonstration

(P(Ag)) ey €St Une suite croissante majorée donc convergente vers ¢ € [0,1].

+00 +00
Or, on remarque, par croissance, que | An = | | (An\ Ap—1) en notant A_; = @, donc par o-additivité,
n=0 n=0
+00 +00
IP( U 4n|=) (PAN-PAs-1))=¢-0
n=-1 n=0

par croissance puis télescopage.

Corollaire 1 : Limite d’'une probabilité d’une réunion

Soit (A,) new UNe suite quelconque d’événements, alors

P

k +00
U A IP(UAn)
n=0 n=0

k—+o00

Propriété 8 : Continuité décroissante

Soit (An) new Une suite décroissante (pour I’inclusion) d’événements :
VnelN, Ay c A,

Alors

P(Ax)

+00
P A
k—+o0 (}'DO n)

Démonstration

II suffit de passer au complémentaire.
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Corollaire 2 : Limite d’une probabilité d’une intersection

Soit (Ap) e Une suite quelconque d’évenements, alors

P

k
[ An
n=0

=F(0~)

k—+

Inégalité de Boole

Propriété 9 : Inégalité de Boole

Soit (A new UNE suite quelconque d’évenements. Alors, dans [0, +oo],

+00 +o0o
P(U 4] < ¥ Ptan
n=0 =0

n=

Remarque

+00
U 4n
n=0
Si la série converge et a une somme > 1, le résultat ne dit rien non plus.

R5 - OU, si la série & termes positifs )" IP(A,) diverge, on lira la formule P < 400, C€ qui ne dit rien.

Démonstration

Par récurrence sur n, on montre facilement (comme en premiére année) que pour fout k € IN,
k k
U 4n| < Z P(A,) et on conclut en faisant k — +oo et en utilisant le corollaire de la continuité croissante. [ |
n=0 n=0

P

H Négligeabilité

n Evénements négligeables

Définition 4 : Evénement négligeable

On dit qu’un événement A est négligeable lorsque P(A) = 0.

Remarque

R6 — L'événement impossible est négligeable.
Un événement négligeable n’est pas en général impossible.

Exemple

E7 — Dans le jeu de Pile ou Face infini, I'événement «la piece donne Pile un nombre fini de fois » est négligeable.
Voir plus loin pour une justification rigoureuse !

Propriété 10 : Partie d’'un événement négligeable

Si A et B sont deux événements tel que Ac B, si B est négligeable, A I’est.
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Démonstration

C’est la croissance. [

Propriété 11 : Réunion, intersection finie ou dénombrable

Une réunion (respectivement intersection non vide) finie ou dénombrable d’événements négli-
geables est négligeable.

Démonstration

Conséguence de I'inégalité de Boole pour la réunion.
Pour I'intersection finie : elle est un incluse dans I'un des événements négligeables. [

H Evénements, propriétés presque sir-e-s

Définition 5 : Evénement presque sr

Un événement A est presque sir, ou presque certain, lorsque P(A) = 1, ce qui équivaut & dire que A
est négligeable.

Une propriété est dite presque slre lorsque I'ensemble des éléments de Q qui ont cette propriété est
un événement presque sar.

Propriété 12 : Réunion, intersection au plus dénombrable

Toute réunion non vide (respectivement infersection) finie ou dénombrable d’événements presque
sars I'est encore.

Démonstration

Il suffit de passer au complémentaire et d’utiliser les propriétés des événements négligeables. [

m CONDITIONNEMENT

Les notions vues en premiére année se généralisent sans probléme particulier.

Il Probabilité conditionnelle

Soit (Q,«7,P) un espace probabilisé, B un événement tel que P(B) > 0. Pour tout événement A€ o/, on
définit la probabilité conditionnelle de A sachant B par

P(AnB)

Pp(A) =P(AIB) = P®)

(Se lit en général « probabilité de A sachant B »)

Remarque

R7 — A IIn"y a toujours pas d’« événement conditionnel A|B » (€lément de &) : ce n’est qu’une notation signi-
fiant qu’on se place en observateur de I'événement A sachant que I'événement B est déja réalisé.

Mais la notation IPg peut aussi éfre frompeuse, car c’est la méme que celle de la loi d’une variable aléatoire.
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Propriété 13 : Probabilité... conditionnée

Pp: A€ of — P(A|B) est une probabilité sur (Q,<f).

Démonstration

Seule la g-additivité demande un peu de travail, mais rien de bien sorcier : siles A, sont deux & deux disjoints,
+o00o +00
L] An|nB= | ] (AnnB) permet de I'cbtenir sans encombre. |
n=0 n=0

les A, n B le sont et

... et donc foutes les propriétés des probabilités, toutes les formules qui vont suivre peuvent étre appliquées G des

probabilités conditionnelles.
Lorsque que plusieurs conditions s’enchainent, il suffit de les intersecter :

«P(A|B|C) »=P¢c(AlIB) =P(AIBN C).

E Probabilités composées

Propriété 14 : Formule des probabilités composées

Soitn>2, Ay,..., A, des événements de |'espace probabilisé (Q,<,IP) tels que P(A;n---nA,_1) >0.

IP(Alﬂ"'ﬂAn)ZIP(Al)XIP(Az | AI)X]P(A:; | AlnAg)X"'XIP(An | Ain---NA,_1)

Remarque

R8 — A nouveau, cela correspond & notre intuition : on réalise A, puis A, sachant que A4; I'est, puis A3 sachant que
Ay et A; le sont, efc. On se sert donc en général de cette formule lorsque I'on a des événements successifs,
chronologiques.

Démonstration

Remarguons que comme pour fout k< n, Ajn---NAp—1 € AjN---N Ay, pour tout k, P(A; n---n Ag) >0 ef donc tous
les fermes ont un sens.

n—1 n—lIP(Alm...ﬂAl-+1] ]P(Alﬂ"'nAn)
( l)xilzll ( i+1 [ A1n---n l) ( l)xi:l_[l ]P(Alm...ﬁAl-) (An) x P(A))

car le produit est télescopique. [ |

Probabilités totales

Définition 7 : Systéme complet et quasi-complet d’événements

Soit (Q,«/,P) un espace probabilisé, I un ensemble fini ou dénombrable. On dit que la famille (A;);er
d’événements est un systéme complet d’évenements lorsque

(i#)) = (AinAj=02) et [ JA=Q

iel
On dit que la famille (A;);e; d’événements est un systéme quasi-complet d’événements lorsque

(i#£)) = (Ain4dj=2) et Y PUA)=1

iel

Remarque
R9 — Si on impose de plus les A; non vides, ce qui se fait parfois, {A;};e; €st une partition de Q.
R10 — Un systéme complet d’événement est quasi-complet, mais la réciproque est fausse.
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R11— Si (4;);e; est un systéeme quasi-complet d'événements, en Iui ajoutant I'événement négligeable | | 4;, on
iel
obtient un systeme complet d’événements.

Propriété 15 : Formule des probabilités totales

Si (Ay);e; OU I est fini ou dénombrable est un systéme complet ou quasi-complet d’événements, alors
pour fout événement B,
P(B)=) P(BnA))
iel

Si, de plus, pour fout i, P(A;) >0 (A; n‘est pas négligeable),

PB)=) P(B| A)P(A) =) P(A)Py,(B).

iel iel

Si cerfains événements sont négligeables, alors les Bn A; le seront aussi et il suffit de remplacer la
somme pour i €I parla somme pourie]={iel, P(A;)>0}.

Démonstration

Le fait d’avoir un sce permet d’écrire B=BnQ=|_| (Bn 4;) et de conclure.
iel
En cas de systéme quasi-complet d’événements, on peut poser A= | | A; et utiliser le sce (A,Z] avec P (Z) =0:
iel

PB) =IP(BmA)+IP(B mZ)

avec BnAc A donc IP(B mZ) =0 donc

PB) =PBnA)=P(| |(BnA)

iel

=) PBnA)

iel

Remarque

R12 - La formule des probabilités totales est utile lorsque I'on fait une expérience aléatoire en plusieurs étapes. Elle
permet de raisonner par disjonction de cas, suivant le résultat de la premiére étape.

A ne pas confondre P(Bn A;) et P(B | A;)!

Exercice 2: CCINP 101

Exercice 3 : CCINP 107
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ﬂ Formule de Bayes

Propriété 16 : Formule de Bayes

Si A, B sont des événements non négligeables, alors

PB| A P4

P(A| B) = P®)
Si, de plus, A n’est pas négligeable,

PB | A P(A)
P(B| A) ]P(A)+]P(B|Z) ]P(Z)'

P(A| B) =

Plus généralement, si (A ier (I fini ou dénombrable) est un systeme complet ou quasi-complet d’éveé-
nements non négligeables, on a

PB | A;) P(A)

Y P(B| AQP(AR)
kel

Viel P(A; | B) =

Démonstration

P(A|B) P(B)=P(AnB)=P(B | A) PA). |

Remarque

R13 — Formule permettant de remonter le femps, appelée aussi formule de probabilité des causes.

Exercice 4 : CCINP 105

m EVENEMENTS INDEPENDANTS

Il Couple d’événements indépendants

Définition 8 : Indépendance de deux événements

Deux événements A et B d’un espace probabilisé (Q,«,P) sont difs indépendants lorsque
P(AnB)=P(A) x P(B).

On note A L B lorsque A et B sont indépendants.

Propriété 17 : Caractérisation par probabilités conditionnelles

Deux événements A et B d’un espace probabilisé (Q,</,P) tels que P(B) > 0 sont indépendants si et
seulement silP(A | B) =P(A).

Remarque

R14 — Cela fraduit bien notre intuition : que B soit réalisé ou non, la probabilité de A ne change pas.
R15 — Bien sQr, si IP(A) >0, cela s’écrit aussi P(B | A) =P(B).
R16 — A Ne pas confondre I'indépendance de deux événements et le fait qu’ils soient incompatibles. Ces no-

PROBABILITES - PAGE 14 SUR ??


https://mpi.lecontedelisle.re

J. Larochette VERSION DU 22 JANVIER 2026

fions s’excluent en général. En effet, si A et B sont incompatibles, AnB =@, donc P(AnB) =0. Si A et Bsont de
probabilité non nulle, ils ne sont pas indépendants. (Ce qui se comprend car Ac B par exemple).

R17 — Contrairement al'incompatibilité qui est une notion ensembliste, I'indépendance est une notion probabiliste :
elle dépend de la probabilité dont est muni Q.

R18 — |l n"est pas toujours facile de prédire si deux événements sont indépendants.

Naturellement, si deux événements sont indépendants, leurs complémentaires le sont. Plus précisément :

Propriété 18 : Indépendance et complémentaire

Si deux evénements A et B d’un espace probabilisé (Q,<f,I?) sont indépendants, alors
m A et B sont indépendants,
s A et B sont indépendants,
m A et B sont indépendants.

Démonstration

m P(AnB)=P(A)-P(AnB) =P(4) 1 -P(B) =P(AP(B).
= Idem.
m d’'aprés les deux premieres. [ |

Remarque

R19 — Si A, B sont indépendants et A, C aussi, on ne peut rien dire en généralde Aet BnC et de Aet BuC.

Exercice 5

On lance deux piéces équilibrées et I'on considére les événements A « le premier lancer donne Pile », B «le
deuxiéme lancer donne Pile » et C « les deux lancer donnent le méme résultat ».
Montrer que A, B, C sont deux a deux indépendants mais que A n’est indépendant nide BnC, nide BucC.

Q =[0,1]?, probabilité uniforme.
P(A)=PB)=P(C)=},P(ANB)=PBNC)=P(AnC) =}, PBuUC) =3

P(ANnBNC)=PBNC) = 4_11 #P(APBNCO).

P(AN(BUC))=P(ANB)=P(BNC) = i #P(APBUO).

E Famille d’événements indépendants

Définition 9 : Evénements indépendants vs 2 & 2 indépendants

Soit (A;);e; avec I fini ou dénombrable une famille d’événements.

m Les A; sont dit deux & deux indépendants lorsque pour fout i # j, A; et A; sont indépendant, c’est-
a-dire que P(A;n Aj) = IP(A,')IP(A]').

m Les A; sont dit indépendants, lorsque pour toute partie finie non vide j de I,

P

A

ie]

=[]PAy).
ie]
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Remarque

R20 — C’est une propriété tres forte : elle demande de vérifier énormément conditions! En général, les espaces
probabilisés sont construits pour avoir des événements indépendants et on n‘a donc pas & le vérifier a la
main.

R21 — L'indépendance est stable par extraction de sous-familles.

Propriété 19 :Indépendants = 2a2 I

Siles A; sont indépendants, alors ils sont deux & deux indépendants.
La réciproque est fausse si n > 3.

Démonstration

Prendre |I| =2.
DansI'exemple précédent, A, B, C sont deux & deux indépendants mais ne sont pas indépendants globalement.

Remarque
R22 — Aftention c’est I'inverse des nombres premiers / polyndmes entre eux :
indépendants globalement = deux d deux.

R23 — Siles événements A; sont deux & deux indépendants et si pour fout i on pose B; = A; ou A;, alors les B; sont
deux a deux indépendants d’apres la propriété vue précédemment. Cela se généralise aux événements
indépendants :

Propriété 20 : Passages au complémentaire dans I'indépendance

Si les événements A; pour i € I sont indépendants et si pour tout i € I on pose B; = A; ou A;, alors les B;
sont indépendants.

Démonstration

On suppose I fini, ce qui ne nuit pas a la généralité, car I'indépendance est celle de toute sous famille finie.
On suppose que By = A et sii#k, B; = A; (I n"y a qu’un complémentaire).
Alors, si J est une partie non vide de I,

[ Soi’rke],IP(ﬂB,-):IP NA4i|=]]P@A)=]]PBy.
ie] ie] ie] ie]
mSikeJ, ApL [) A;jdoncApL [ A; d'aprésle casde deux événements, donc
ie/\{k} i€\ k)
IP(ﬂB,-):IP Arn () Ai|=P(4) [ P@An=[]PsB.
ie] ie\{k} ieJ\{k} ieJ

Puis récurrence sur le nombre de complémentaires.

Exercice 6 : Indicatrice d’Euler

Soit Q = [[1,n] ou n est un entier non premier supérieur ou égal & 2, muni de la probabilité uniforme. Si d|n, on
note A; =1{kd | ke QetkdeQ}.

1. Quelle est la probabilité de A, ?
2. Soit P I'ensemble des diviseurs premiers de n.
a) Démontrer que (A est une famille d’événements indépendants.
PJpep

(b) En déduire le cardinal ¢(n) de ’ensemble A des nombres inférieurs ou égaux & n et premiers avec n
(indicatrice d’Euler).
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|Q| “had
2. (@) Si p1,...,ps sont des diviseurs premiers deux & deux distincts de n, comme ils sont premiers,
¢

.ﬂ Al?j = Aprpe
j=1

4
P( [ Ap;
j=1

¢

[I (Ap]

=P(Ap,-p,) = e 12}

(b) Les Ap sont aussi indépendant, A= [ 4y, P(4) = (p(n) =11 (1_1).
peP pEP

Exercice 7
Si Aj,..., A, sont indépendants, 1 < p < n—1, Montrer que les événements suivants sont indépendants :

p p p n

m () A et ﬂA,, m A4 ﬂA m U et U A,
i=1 i=p+1 i=1 i=p+1 i=1 i=p+1

m Direct,

—_ n
® Al,...,Ap, Api1,..., Ap sONt indépendants, par le premier point, sont indépendants ﬂA et ﬂ A= U 4
i=1 i=p+1 i=p+1

donc sont indépendants ﬂA et U A;.
i=1 i=p+1

m idem avec Ay, ..., Ap, Apt1,..., An.

m VARIABLES ALEATOIRES DISCRETES

On se donne une espace probabilisé (Q, <, 1P).

Il Définition

Définition 10 : Variable aléatoire discrete

Soit E un ensemble quelconque. Une application X : Q — E est appelée variable aléatoire discréte
sur (Q, </, P) lorsqu’elle vérifie

() X(Q) =ImX ={X(w),w € Q} € 2(E) est fini ou dénombrable.
(i) Pourtout xe X(Q), X' ({x}) = {w € Q, X(w) = x} € o« &t est noté (X = x).
Elle est dite réelle lorsque E c RR.

Remarque

R24 — La notation (X = x) est un peu déroutante, cela revient par exemple & noter 77 = sin™! ({0}) = (sin = 0).
Si A est une partie de E, on note (X € 4) I'événement X 1(4) = we Q, X(w) € A}.

R25 — On note aussi, pour une variable aléatoire réelle,

X<0=X"11-00x)={weQ, X <x}

et on introduit de la méme fagon, (X < x), (X > x), (X > x).

R26 — Enfin, si f est une fonction définie sur X(Q), on note f(X) la fonction fo X. Est-ce une variable aléatoire ? Oui.
\oir ci-apres.

R27 — La deuxiéme condition est I& pour qu’on puisse calculer la probabilité P(X = x) pour fout x € X(Q).
Sixe E\X(Q), (X =x) =% e« également.

R28 — On ne demande pas que E soitf fini ou dénombrable, seulement que X(Q) le soit : si des valeurs de E ne sont
pas atteintes, on peut s'en débarrasser.
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On ne demande pas non plus que |'univers Q soit fini ou dénombrable.

R29 — Lorsque I'univers est fini ou dénombrable, on choisit «f = 22(Q) et tfoute fonction de Q dans E est une variable
aléatoire discrete.

Exemple : fondamental

E8 — Si F événement de |'univers Q, alors

Q — {0,1}
1p: 1 SiweF
w —_—
0 SiwgF

est une variable aléatoire.
PAp=1)=PF) et PAp=0)= P(ﬁ),

Propriété 21 : SCE associé a une variable aléatoire

(oc=)
ax.

O est un systéeme complet d’événements appelé systéme complet d’événements associé
X€E

Remarque

R30 — On peut remplacer X(Q) par E, ce qui revient & ajouter des ensembles vides.

Démonstration

Les (X = x) sont deux & deux disjoints de réunion Q.

Propriété 22 : Les parties de x(Q) sont des événements

Soit X une variable aléatoire discrete sur (Q, «/,P). Alors pour toute partie A de X(Q), (X € A) € .

Démonstration

A est finie ou dénombrable et A= | | {x} donc (XeA) = | |(X=x)e«.
XEA XEA

Propriété 23 : Une fonction d’'une v.a.d. est une v.a.d.

Si X : Q— E est une variable aléatoire discréte, si f : E — F est une fonction (ou application) quel-
conque, alors fo X, notée f(X) est une variable aléatoire discréte.

Démonstration

On a bien que f(X):Q— F avec f(X)(Q) = f(X(Q)) fini ou dénombrable et si y € f(X)(Q).

(fO=y={weQ, fXw)=p={weo X@efum}=(xer wm)ews.

E Loi

On fixe X une variable aléatoire discréte sur (Q, <, P).
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Définition 11 : Loi d’une v.a.d.

L'application
2XEQ) — R
A — P(XeA

est appelée loi de X.

Propriété 24 : La loi est une probabilité

Py est une probabilité sur I'espace probabilisable (X(Q), 2 (X (Q))).

Remarque

R31 — Comme X(Q) est au plus dénombrable, il n"est pas choquant de choisir 22(X (Q)) comme tribu.
(X(Q),2(X(Q),Py) est I'espace probabilisé associé a X.

Démonstration

On revient & la définition :

m Pourfout Ae 2(X(Q), Px(A)=P(XeA)el0,1]

B Px(X(Q)=PQ)=1.

m o-additivité : Si (4,,), est suite de parties deux & deux disjointes de X(Q),

Py =) P(Xedp)= )} Px(4n) u

nelN nelN

Ll An

nelN

=IP( L] xXeAy
nelN

Propriété 25 : Expression de la loi de X

SiAe 2(X(Q),
Px(A) =) Px(a) =) PX=a).

acA acA

Démonstration

Il suffit de décomposer dans le s.c.e adapté a X. [

Corollaire 3
La loi de X est uniquement déterminée par la distribution de probabilités (P (X = X)) xex(q)-

Remarque

R32 — Ainsi, pour décrire la loi d'une variable aléatoire, on se contente de préciser X(Q) et les IP(X = x) pour x € X(Q).
On verra plus loin les lois usuelles & conndaitre parfaitement.

Notation 1: ~

Si X et Y suivent la méme loi, on note X ~ Y.
Si X suit une loi £, on note X ~ £.

Exercice 8 : CCINP 109
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Exercice 9 : CCINP 104

Propriété 26 : Loi de f(X)

Laloi de Y = f(X) est donnée par ¥ y e f(X(Q),

PY=y)=P(fX)=y=P(Xef'yh)= Y PX=x.
x| fx)=y

De la méme maniére, on obtient par exemple :

Propriété 27 : Loi d’'une somme, d’un produit

Si X et Y sont des variables aléaftoires,

]P(X+Y:Z): Z ]P(X:x,Y:y)

xy | x+y=z

et PXY=2= ) PX=xY=y)

xy | xy=z

m FAMILLES DE VARIABLES ALEATOIRES

Soit (Q, «/,P) espace probabilisé.

Il Définition et lois

n Couple de variables aléatoires discrétes

Les notions vues en premiére année se généralise sans probléme particulier.

Définition — Propriété 1

Soit X, Y variables aléatoires discrétes sur Q & valeurs dans E, E'. L'application

QO — ExEF
A
0 — Xw),YWw))

est une variable aléatoire discréete appelée couple Z = (X, Y).

Remarque
R33— (X,Y)(Q) <= X(Q) xY(Q etiln’y apas égalité en général.
R34 — On note indifféremment (X, Y) =(x,y) ou (X=x)N(Y =y) OU (X =xet X =y) OU (X = x,Y = y) ces é&vénements.

Démonstration

Z(Q) c X(Q) x Y(Q) est fini ou dénombrable.
Pour tout (x,») € Z(Q), (Z=(x, )= X=x)N(Y = y) e . [ |
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Propriété 28 : SCE associé & un couple

Soit (X,Y) un couple de variables aléafoires discrétes. Alors Ila famille d’évéenements
(X,Y) = (x, y)))(x,y)EX(Q)xY(Q) est un systétme complet d’événements appelé systéme complet d’éveé-
nements associé au couple (X,Y).

Démonstration
Les événements sont bien disjoints deux & deux et

(X=xn¥=p)=0Q
(x,)eX(Q)xY(Q)

cartout we (X = X)) N (Y =Y (w)). [ |

Remarque
R35 - On sait donc que
m Si X et Y sont deux variables aléatoires discretes définies sur un espace probabilisé (Q,«, P), le « couple »
(X,Y) : 0— (X(w),Y(w)
est une variable aléatoire discréte.

m Si Z . Q— E est une variable aléatoire discréte, si f : E — F est une fonction quelconque, alors fo Z,
notée f(2) est une variable aléatoire discrete.

Et constatons que donc, si X et Y sont des variables aléatoires discretes réelles définies sur un méme univers
probabilisé, alors X + Y, XY, min(X, Y), max(X, Y) sont des variables aléatoires réelles discretes.

Bien sar, il y aussi T [Arctan(l +X%+ YZ)), mais on n‘a cité que quelques exemples frequemment utiles.

Pour calculer les lois :

PX+Y=2= ) PX=xY=y)

X,y | x+y=z

et PXY=2= ) PX=xY=y)

xy | xy=z

u Loi conjointe

Définition 12 : Loi conjointe

Soit (X, Y) un couple de variable aléatoires discretes. On appelle loi conjointe de (X, Y) la loi Px,y) de
la variable aléatoire (X,Y).

Remarque

R36 — VU la propriété précédente, cette loi est déterminée par P(X = x,Y = y) pour (x,y) € X(Q) x Y(Q). Lorsque les
variables aléatoires sont finies, cette loi peut étre représentée dans un tableau & double entrée.

Exemple

E9 — On lance deux dés, X est la v.a. égale au plus grand des nombres, ¥ celle du plus petit. On pose Q = [1,6]?
muni de la probabilité uniforme. On obtient :
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v 1 2 3 4 5 6 | loide X
X
1 1/36 0 0 0 0 0 1/36
2 1/18  1/36 0 0 0 0 1/12
3 /18 118 1/36 0 0 0 5/36
4 118 1/18 1/18 1/36 0 0 7/36
5 /18 1/18 1/18 1/18 1/36 0 9/36
6 118 118 118 118 1/18 1/36 11/36
loide Y | 11/36 9/12 7/36 5/36 3/36 1/36 1)

[CIFE

Remarguons qu’on obtient la loi de X en sommant les lignes et celle de Y en sommmant les colonnes.

Lois marginales

Définition 13 : Lois marginales

Si (X,Y) est un couple de variables aléatoires discrétes, les lois de X et de Y sont appelées premiéere
et seconde lois marginales du couple.

Propriété 29 : Loi conjointe détermine lois marginales

La loi conjointe de (X, Y) détermine les lois marginales de (X,Y) mais la réciprogue est fausse.

Démonstration

P(X=x) = ]P(|_|((X, V)= (x,y))) =) P(X=x,Y=y).ldem pour Y.
¥

y
Contre-exemple :

Y .
0 1 | loide X
X
0 172 0 1/2
1 0 12 1/2
loidey | 12 12 (€8]

n Lois conditionnelles

Y .
0 1 | loide X
X
0 /4 1/4 1/2
1 1/4 1/4 1/2
loidey |12 12 1)

Définition 14 : Loi conditionnelle

Soit (X,Y) un couple de variables aléatoires discrétes. Pour tout x € X(Q) tel que P(X = x) # 0, la loi
conditionnelle de Y sachant (X = x) est la loi de Y pour la probabilité conditionnelle Px-).

Elle est donc déterminée par, pour fout y e Y (Q),

P(Y=y|X=x)=
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Remarque
R37 — Les lois conditionnelles de Y sachant (X = x) et la loi de X permettent de déterminer la loi conjointe de (X, Y) :
B Soift PX=x)=0etalors P(X=x,Y=y)<P(X=x)=0donc P(X=x,Y=y)=0,

m soit P(X=x)#0 et
PX=xY=y)=P¥=y| X=x)P(X=x).

Exemple
E10 — Lois conditionnelles de Y : Loi conjointe de (X,Y) :
Y Y )
0 1 0 1 loi de X
X X
0 /4  3/a 0 1/10  3/10 2/5
1 2/3 1/3 1 2/5 1/5 3/5
loi de Y ‘ 12 1/2 H 1)

E Extension aux n-uplets

Définition 15 : n-uplets de variables aléatoires

Soit (X3,..., X,;) un n-uplet de variables aléatoires discretes. C’est encore une variable aléatoire discrete
appelé vecteur aléatoire discret de dimension n.

La loi conjointe de (X;,..., X;) est déterminée par les P(X; = x1,..., X, = x;) oU pour fout i, x; € X;(Q).

Les lois de Xi,..., X, sont les lois marginales de (X, ..., X,).

Définition 16 : Loi conditionnelle pour » variables

Si x1,...,x,-1 sont fixés, tel que P(X; = x1,...,X,-1 = x,1) > 0, la loi conditionnelle de X, sachant
(X1 =x1,..., X1 = x,,_1) €St déterminée par

]P(Xl =X1y..,Xpn = Xp)

P0G = 3% [| 261 2 38ip000n 2n—il = Fp=il) =
( n n| 1 1 n-1 n 1) P(Xlle,---’Xn—lzxn—l)

pour tout x,,.

Remarque

R38 — Lorsque I'on a la propriété
P(Xj41 = xi1 | X1 =21, X = ) = P(X41 = %41 | X = X))

(phénomeéne sans mémoire), on dit que la famille (X, ... X,) de variables aléatoires est markovienne.

Indépendance

n Cas d’un couple de variable

Définition 17 : Indépendance

Soient X, Y deux variables aléatoires discretes sur I'espace probabilisé (Q, <7, P).
X et Y sont dites indépendantes si pour fout (4, B) e (X (Q)) x (Y (Q)), les événements (X € A) et (Y € B)
sont indépendants, c’est-a-dire
P(XeAYeB) =PXeA PYeB).

On note parfois X 1L Y.
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Propriété 30 : Caractérisation par des événements élémentaires

X et Y sont indépendantes si et seulement si pour tout (x,y) € X(Q) x Y(Q), (X =x) et (Y = y) sont indé-
pendants, c’est-a-dire
PX=x,Y=y)=PX=x) P(Y=y).

Démonstration

Le sens = est direct.
On suppose que pour tout (x, ) e X(Q) x Y(Q), P(X=x,Y =y) =PX =x)P(Y = y).
Soit (A4, B) € 2(X(Q)) x P(Y (Q)).

P(XeAYeB)=P| || X=xY=yp|= ) PX=xY=p=) PX=x)> P(Y=y.
(x,y)€EAxB (x,y)€AxB xX€EA YEB

Remarque

R39 — Si X et Y sont indépendantes, la donnée des lois marginales de (X, Y) détermine sa loi conjointe.

Propriété 31 : Caractérisation par les lois conditionnelles

Soit (X,Y) couple de variables aléatoires. Il y a équivalence entre
() Les variables aléatoires X et Y sont indépendantes.
(i Pour fout ye Y(Q) fel que P(Y = y) >0, Ia loi de X sachant (Y = y) estla méme que la loi de X.
@iy Pour fout x € X(Q) fel que P(X = x) >0, la loi de Y sachant (X = x) estla méme que laloide Y.

Démonstration

Immédiat.

Propriété 32 : Fonctions de variables aléatoires indépendantes

Si X,Y sont des variables aléatoires indépendantes, f, g définies sur X(Q) et Y (Q) respectivement, alors
f(X) et g(Y) sont indépendantes.

Démonstration

(fX)eA=(Xef 1) et (g(y)eB) =(Y e f1(B) ces demiers étant indépendants.

Exemple

E11 - Si X ef Y sont indépendantes, pour tous m,ne IN, X™ et Y" |le sont.

Remarque

R40 — En reprenant un calcul précédent, on obtient, si X, Y indépendantes,

PX+Y=2=) PX=x)PY=y

X,y | x+y=z

ou I'on peut remplacer X +Y (et x+y) par n‘importe quelle fonction de X et v.
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H Variables aléatoires indépendantes

Définition 18 : Variables aléatoires indépendantes

Des variables aléatoires discrétes Xj, ..., X, sont dites indépendantes lorsque pour toutes parties A; de
X1(Q), ..., A, de X,,(Q), les événements (X; € A1), ..., (X, € A,) le sont.

Une suite (X,,).env de variables aléatoires discrétes est dite une suite de variables aléatoire indépen-
dantes lorsque pour tout ne N, Xi,..., X, le sont.

Si, de plus, elles ont méme loi, on dit que ce sont des variables aléatoires indépendantes identique-
ment distribuées (vaiid).

Propriété 33 : Caractérisation par des événements élémentaires

Xi,..., X, sont indépendantes si et seulement si pour fout (x1,...,x,) € X1(Q) x --- x X,,(Q), les événements
(X1 =x1).,.... X, =x,) le sont.

Démonstration

Le sens = est direct.

L'autre sens est similaire au cas des couples de variables aléatoires : on suppose que pour tout
(X1,...,Xn) € A] x--- x Ay, les événements (X; = x1), ..., (X, = x5) sont indépendants.

Soit (A1,..., Ap) € P(X1(Q) x -+ x P(Xp(Q), [ <[1,n],

=Pl ] (ﬂ(xi =x,-))

P (ﬂ (Xi € A,‘)
(xp)i€ 1 A; \iel
i€l

iel

= ¥ IP(ﬂ(Xizxi))z Yy (HIP(X,-=x,-))

(x)ie Il A; iel (x;);€[1A; \iel
iel iel

=H( > P(Xi=xi))=HIP(X,~€Al~). ]

i€l \x;€A; iel

Remarque

R41 - n expériences aléatoires indépendantes peuvent étre modélisées par n variables aléatoires indépendantes.
Le résultat de la i® expérience est noté X; et

PX1=x1,.... Xn=xp) =P(Xy = x1)--- P(Xp, = xp).

R42 — Comme pour les événements, indépendants = indépendants deux a deux, mais la réciproque est fausse si
n>2.

Exemple
E12 - Si X7, X, vaiid finies de loi uniforme % (2) sur {-1,1}. X3 = X7 x X.

1
PXz3=-1)=PX1=1,Xo=-1)+P(X1=-1,Xo=1)= z

Donc X3 ~%(2) sur {-1,1}.

Alors X1, X», X3 sont indépendantes deux & deux car X; 1L X,

1
PXi=1X3=D)=PX1=1X%=1==PX;=)P(X3=1)

1
PXi=-1X=1)=PX1=-1X=-D=_=PXi=-DP(X3=1)

1
PXi=1X3=-D=PX1=1X,=-D=_ =P = )P(X3=-1)
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1
PX1=-1,X=-D=PX;=-1,X=1=_=PX;=-DP(X3=1)

Donc X; L X3 et par symétrie, X, 1L X3.
Pourtant, elles ne sont pas indépendantes :

PX1=1,X=1,X3=1)=PX;=1,Xp=1)=—#

|
| =

Propriété 34 : Fonctions de variables aléatoires indépendantes

Si (Xn)new €5t une famille de variables aléatoires indépendantes, pour tout ne N, f,, définie X,,(Q), alors
(fn (Xn))ndN est une famille de variables aléatoires indépendantes.

Démonstration

Similaire au cas de deux variables : (f(X;) € B;) = (X; € f~1(B)).

Propriété 35 : Lemme des codlitions

Soit n,me N fels que 0 < m < n, Xy,...,Xm,..., X, des variables aléatoires discrétes indépendantes sur
Q, o/, P), f définie sur X1(Q) x --- x X,,,(Q) et g définie sur X;;,11(Q) x -+ x X,,(Q).

Alors f(Xy,..., Xm) ef g Xm+1,..., Xn) SONt indépendantes.

Le résultat s’étend & plus de deux coalitions.

Démonstration

Il suffit de remarquer que les variables aléatoires Y = (Xi,..., Xm) et Z = (Xp41,..., Xn) sONt indépendantes (ce qui
ne pose pas vraiment de probleme : il suffit de I'écrire) et d’appliquer la propriété précédente.

Théoréme 1

Soit (£, new Une suite de lois de probabilités discrétes.
Il existe un espace probabilisé (Q,<f,IP) et une suite (X,,) ,ew de variables aléatoires discrétes indépen-
dantes sur (Q,«/,P) tels que pour fout ne N, X,, ~ %,,.

Exemple
E13 - Unjeu de pile ou face infini se modélise (naturellement) par une suite d’épreuves de Bernoulliindépendantes.

Démonstration : Admis

Exemple

E14 — Reprenons I'exemple E7 et montrons que I'événement A «la piece donne Pile un nombre fini de fois » est
négligeable.

Ce n’est pas trés simple & démontrer. Cela suppose d’avoir un espace probabilisé (Q,«/,IP) modélisant cet
infinité de lancers indépendants : c’est I'objet du théoréme précédent.

Notons (X;);en+ la suite de vaiid de loi 8(p) (0U 0 < p < 1) correspondant au résultat de chaque lancer X; =1
pour Pile et 0 pour Face).

+00
Notons Ay I'événement « N'obtenir que des Faces & partir du ke lancer. » Alors A= | J A et nous allons montrer

k=1
que les A; sont tous négligeables.
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Comment calculer P(Ag)? Comme on ne regarde pas les premiers résultats, il n‘est pas difficile de se
convaincre que cette probabilité sera constamment égale & P(A;), la probabilité de n’obtenir que des Faces.

Notons By ,, I'événement « Obtenir des Faces du k° au n® lancer. », A K fixé, la suite (B,n) ;> €St décroissante.
=

Alors P(Ap) =P

+00
N Bk_n) est, par continuité décroissante cette fois, la limite de IP(By. ,,) lorsque n — +oo.
n=k

n

n—+oo

1

Or IP(Bk,n):]P( (XiZO))Z(l—q)”_k"'l 0.

k

+00 +00 [ +oo
Donc les A sont tous négligeables et donc A= | Ay= U | [ B, | I'est aussi.
k=1 k=1\n=k

m LOIS USUELLES

Il Loi Uniforme

Définition 19 : Loi uniforme

On dit que qu’une variable aléatoire finie X suit une loi uniforme lorsque pour fout x € X(Q),
1
Px({xh=PX=x) = Z

N o A
ol n=|X(Q)|, c'est-a-dire que pour tout Ac X(Q), Px(A) = %

On note alors X ~ % (n).

Exemple

E15— Sion fire un dé équilibré & n faces ou si on tire une boule dans une urne qui en contient n (numérotée), alors
la variable aléatoire du résultat suit 2 (n).

Remarque

R43 — A cela ne concerne pas de la probabilité P initiale : IPx peut étre uniforme sans que P le soit.

Si, par exemple, on lance un dé & 6 faces truqué tel que I'on obtient 1 ou 6 avec une probabilité 1/4 et 2,3,4
ou 5 avec probabilité 1/8, X variable aléatoire 1y, alors P(X =0) = P(X = 1) = 1/2 donc X ~ %(2) alors que P
n‘est pas la probabilité uniforme.

E Loi de Bernoulli

On dit que X suit une loi de Bernoulli de paramétre p € [0,1] lorsque X est & valeurs dans E = {0,1},
PX=1)=petP(X=0=g=1-p.
On note alors X ~ B(p).

Exemple : Situation type
E16 — Variable aléatoire étudiant le succés (1) d’un événement donné ou son échec (0).
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Propriété 36 : Ce sont les fonctions indicatrices

Les variables aléatoires qui suivent une loi de Bernoulli de parameétre p sont exactement les fonctions
indicatrices des parties F de Q felles que P(F) = p.

Démonstration

Si X suit une loi de Bernoulli de parameétre p, alorssi F= (X =1), X =1p.
Réciproguement, si X =1g, X(Q) <{0,1} et P(X =1) = P(F). [

Remarque

R44 — Deux variables aléatoires de Bernoulli sont indépendantes si et seulement si (X =1) et (Y =1) le sont.

. - X- . . . .
R45 — Si X prend deux valeurs a et b distinctes, alors Y = b—Z suit une loi de Bernoulli de paramétre p =P (X = b).

Autfrement dit, X =a+ (b—a)Y oU Y suit une loi de Bernoulli.

Loi binomiale

Lors de la répétition de n expériences de Bernoulliindépendantes, la probabilité d’avoir k < nsuccés s’ écrit (Z)pk(l—p)”k

ou p est la probabilité d’un succes.
Si on appelle X la variable aléatoire du nombre de succes, a valeurs dans [0, r], alors elle suit la loi donnée par

n —
PX=k = (k)pk(l —p)n k
Remarquons que |'on peut écrire X = X; +---+ X,; oU X; est la variable aléatoire de Bernoulli succes a la ie répétition.

Définition 21 : Loi binomiale

On dit que X suit une loi binomiale de parameétre (n, p) ou p € [0,1] lorsque X est & valeurs dans [0, 7]
et pour tout k€ [0, n].

= ™k ok — [Tk n—k
]P(X_Ic)—(k)p (I-p) (k)Pq

avec g=1-p. On note alors X ~ %(n, p).

Exemple : Situation type

E17 — Nombre de succés dans la répétition de n expé-

riences de Bernoulli indépendantes. oasl

0.20+
¥
Remarque & 015}
R46 — B(1,p) =AB(p). .10}
R47 — La formule du bindme redonne (ou se retrouve
n 0.05
par) ) P(X=k)=1. |
k=0 0.00 1 3
o] 1 2 3 4 5 6 7 8 9 10
k
FIGURE 1 — Loi (10,1/4)
Exercice 10

SiX~%Bn,p)alorsY =n-X ~%B(n,q).
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ﬂ Loi géométrique

Soit p €10, 1.

On lance une infinité de fois une piece donnant pile avec probabilité p. Les lancers sont indépendants.
Soit X, la variable aléatoire du succés au re lancer : elle vaut 1 si c’est pile, et 0 sinon.

(Xn)nemw+ €St une suite de vadiid, toutes de loi %(p).

Soit X la variable aléatoire du rang du premier succes : pour tout w € Q, X(w) = min{k € N*, X (w) =1} € IN* U {+o0}.

Soit ne IN*.

n
B (X>n) =[] X =0), donc, parindépendance,

k=1
PX>n=0-p"
n-1
B (X=n=X,=1n[) X=0), donc, parindépendance,
k=1

PX=n)=pl-p"* L

m En passant au contraire,
PX<n=1-0-p".

m Soit Al'événement « N'obtenir que des faces », et A;, = (X > n).

Alors (Ap) est décroissante et A= [ Ap.
nelN*

Par continuité décroissante,

PA)=01-p" P(A) =0.

n—+oo

Définition 22 : Loi géométrique

Soit p €]0,1[ et X une variable aléatoire discrete. On dit que X suit une loi géométrique de paramétre

p si X est & valeurs et

On note X ~¥4(p).

VnelN*, P(X=n)=pl-p" L

Remarque

+00
R48 — Premiére loi dénombrable du programme. On vérifie bien ) P(X=n)=1.

n=1
R49 — De nouveau, on calcule (& savoir faire )

+00
P(X > n):IP( L] (sz)) =...=1-p".
k=n+1

Exemple : Situation type

E18 — Le rang du premier succeés dans une répétition infinie d’épreuves de Bernoulli indépendantes de paramétre
p suit 4(p).

PROBABILITES - PAGE 29 SUR ??



[Elggse il

HTTPS://MPI.LECONTEDELISLE.RE i:ld B
Il % ]

[CIFE

y LYCEE LECONTE DE LISLE — LA REUNION

H Loi de Poisson

Définition 23 : Loi de Poisson
Soit 1 e R* et X une variable aléatoire discréte. On dit que X suit une loi de Poisson de parameétre 1 si

X est & valeurs| dans IN | et
n

A
vnelN, P(X=n)= —'e‘”.
n!

On note X ~22(A).
Remarque
+00
R50 — On vérifie bien ) P(X=n)=1.
n=0

H Propriétés des lois usuelles

n Somme de n vaiid de Bernoulli

Propriété 37 : Importante!

Si X1,..., X, vaiid de loi %(p), alors
Xi+...+ X, ~B(n,p).

Démonstration
n —
PXj+...+Xn=k) = Y lP(X1:xl)-~]P(Xn=xn):(k)pk(1—r1)" L .
X1,.-,Xn€{0,1}
X]+-+xp=k
Remarque

R51 — Plus généralement, siles X; indépendantes suivent B(n;, p), alors Xj +---+ X, ~ B n;, p).

H Approximation d’une loi de Poisson par des lois binomiales

Propriété 38 : Approximation d’une loi de Poisson par des lois binomiales

Soit A >0, (pn), €10,1[N tel que np, — A, (X,), Une suite de variables aléatoires discrétes réelles.
On suppose que pour tout ne N, X, ~ B(n, py).
k

Alors, pour tout ke N, P(X,, = k) —— —e ™%,

n—+oo k!

Remarque
R52 — Une loi binomiale %(n, p) (qui peut éfre vue comme nombre de succes dans la répétition de n épreuve de
Bernoulli avec probabilité p de succes) peut donc étre approchée par une loi de Poisson 22(1) ou A = np &

condition que n soit grand et p = o soit petit.
La loi de Poisson est qualifiée de loi des événements rares.
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Démonstration
k n )
_— 1-
On vérifie que lorsque n — +oo, P(X,, = k) ~ (npn)”( = Pn) Ae” [
KQ-ppk  n—too Kl

Exercices CCINP

Exercice 11: CCINP 98 Exercice 12 : CCINP 95

m ESPERANCE

On fixe ici un espace probabilisé (Q, <7, 1P).

Il Définition

Définition 24 : Espérance d’une variable aléatoire discréte réelle positive

Soit X une variable aléatoire discrete a valeurs dans R* U {+oo}.
L'espérance de X est, par définition, dans [0, +oo],

EX)= ) PX=xx
x€X(QQ)

On a donc E(X) € Ru {+oo} suivant la sommabilité ou non de la famille réelle positive (P(X = x)x) xex()-
Lorsque cette famille est sommable, X est dite d’espérance finie E(X) e R et on note X e L.

Propriété 39 : Cas d’une variable aléatoire entiere

Soit X une variable aléatoire a valeurs dans IN u {+oo}. Alors

+00 +00
EX)=) PX>n=) PX>n)

n=1 n=0
Démonstration
C’est de la sommation par paquet (Fubini) positif :
+00 +00 +oo k +00 +00 +00
EX) =) PX=kk=) PX=bk=) ) PX=k=) )Y PX=b=) PX=>n.
k=1n=1 n=lk=n n=1

k=0 k=1
Autre démonstration (Ecrit CCINP MP-MPI 2024) : Pour tout ne N,

n n n
Y kPX=k=) k(PX>k-1)-PX>k)=) | k PX>k-1)-kPX>k]|.
k=1 k=1 =1\

n n
=) PX>k-1+ ) (k—-DP(X>k-1)-kP(X>k)
k= k=1

_

par télescopage

e

=) P(X>k)+0-nP(X>n)
k=0

0 si X est d’espérance finie. En effet, X est d’espérance finie et

On montre alors que nP(X > n)
n—+oo

+00 +00
nPX>nm= ) nPX=k< Y kPX=k——0
k=n+1 k=n+1 ni—too

en tant que reste d’une série convergente.
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On en déduit de la relation précédente que, si X est d'espérance finie, la série ) P(X > n) converge et que

+00
EX)= ) PX>k).
k=0

Définition 25 : Espérance d’une variable aléatoire discréte réelle ou complexe

Soit X une variable aléatoire réelle ou complexe discrete.
Lorsque la famille (P(X = x) x)xex €St sommable, on dit que X est d’espérance finie, on note X e L! et
on définit son espérance

EX)= ) PX=xx
xeX(Q)

Dans le cas contraire, X n’a pas d’espérance (pas plus infinie que finie)
Lorsque X est d’espérance finie et E(X) =0, X est dite centrée.

Remarque

R53 — Une expression équivalente a « X est d’espérance finie » est « X a un moment d’ordre 1 ».

R54 — Une variable aléatoire réelle finie est toujours d’espérance finie (programme de MP2I).

R55 — Une variable aléatoire a valeurs dénombrables (x,),en st d’espérance finie si et seulement si la série

+00
Y P(X = xy)xn converge absolument, et alors E(X) = ) P(X = x,)xp.
nelN n=0

R56 — Ne pas confondre « centrée » et « symétrique » : si
P(X=1)=P(X=2)=P(X=3)=P(X=-6)=1/4,

la variable aléatoire X est bien centrée. Pour autant, X et —X n‘ont pas méme loi.

E Théoreme de transfert

Théoréeme 2 : de transfert

Soit X un variable aléafoire discrete, f une fonction définie sur X(Q), & valeurs complexes.
f(X) est d’espérance finie si et seulement si la famille (P(X = x) (X)) .. xq, €St SOmmable, et dans ce
cas
E(fX)= ) PX=xf(x).

xXeX(Q)
Remarque
R57 — Pas besoin de connaitre la loi de f(X)!
Démonstration
Pas si difficile : il s'agit d'une application du théoréme de sommation par paquets, en partitionnant

X(Q) par les I, = fldyh pour y € F(X)(Q) (et en djoutant des valeurs absolues pour la sommabilité :
PO =plyl= ) PX=x|f@)]).

xely
Cela donne I'équivalence et permet de calculer

Efxy= Y Y PX=x|y= Y PX=0fx= Y PX=xf(x [ |
yef(X(Q) x;:()g(Q) (X, Y)ef(X(Q)*xX(Q) xeX(Q)
2 f)=y
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Corollaire 4 : Espérance du module

X a une espérance finie si et seulement si | X| a une espérance finie.
Le cas échéant, E(1X)= Y PX=x)lxl|.
xeX(Q)

Corollaire 5 : Sur un univers fini ou dénombrable

Uniquement dans le cas ol Q est fini ou dénombrable, X est d’espérance finie si et seulement si
(IP({w})X (w)) . est sommable et dans ce cas
w

EX) =) P{o)X(w).

weQ)

Remarque

R58 — VU en MP2| dans le cas fini.

Démonstration

C’est un peu astucieux! Considérons la variable aléatoire Y =idg et f = X alors, le théoreme précédent dit que
X = Xoid = f(Y) est d’espérance finie si et seulement si (IP(Y = w)X(w)) 0~ (IP({w})X(w)) o est sommable et dans

ce cas, we we
EX)=EXoY)= ) PY=wXw) =Y Pl{o)Xw).
weQ weQ
Autre démonstration possible similaire & celle du théoréme de transfert, pour fout xe X(Q), P(X=x)= ) P(w})
we)
X(w)=x

donc, par sommation par paquets (cas positif, dans [0,+o00]), Q= | | X=x),
xeX(Q)

Y PX=xlxl= ) ) Plw)lxl= ) PlwhlXw)l
xeX(Q) xeX(QY) Xu()ﬂ(;:)(}x weQ

car x est uniqguement déterminé par w, d’ou I'équivalence entre X d’espérance finie et [IP({w})X(w)) o est som-
w
mable, et, avec le méme calcul sans les modules,

EX)= Y Y Plohx= Y Plo)Xw)

xeX(Q) we) we)
X(w)=x

Exercice 13 : CCINP 97

Propriétés de I'espérance

Une espérance peut étfre vue comme une intégrale, ce qui rend tfoutes ces propriétés naturelles.

Propriété 40 : de I'espérance

X et Y désignent deux variables aléatoires réelles ou complexes discreftes.

() Si X est constante presque sGrement, c’est-a-dire quon a a € K tel que P(X = a) = 1, alors elle est
d’espérance finie IE(X) = a.

(i Linéarité :si X,Ye L' et A e K, X+AY e L' et
EX+AY) =EX)+AE(Y).
(iiiy Positivité : si X € L' est & valeurs réelles, positive presque strement ie P(X > 0) = 1, alors E(X) > 0.

Positivité améliorée : si X est a valeurs réelles, positive presque strement et si X est nulle presque
sarement,
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(iv) Croissance : si X,Y € L' sont & valeurs réelles et si X < Y presque strement, alors E(X) < E(Y).
(v) SiXelLl', X-E(X) est centrée et appelée variable aléatoire centrée associée a X.
(vi) Inégalité triangulaire : Si X e L', | X| e L' et

IEX) < EIXD.

(vi SiveL' et|X|<Y,alors Xe L' et [E(X)|<E(Y).
En particulier, si X est bornée, elle est d’espérance finie.

Démonstration

@) Immédiat.
(i) Linéarité : Si Q est fini ou dénombrable, le corollaire 5 précédent donne directement la linéarité.
Dans le cas général, on peut pose Z = (X, Y) variable aléatoire discréte & valeurs dans E = X(Q) x Y (Q).

. E — R
Soit f: Alors T=X+AY = f(2).
(x,57) — x+Ay
D’apres le théoréme de transfert, T est d’espérance finie si et seulement si (]P(X =x,Y = y)(x+/1y))(x e est

sommable. Or, dans [0, +oo],

Y PX=x,Y=y|x+Ay|< Y PX=xY=plxl+IAl Y PX=xY=ply|
(x,y)EE (x,y)eE (x,y)€EE

( Y ]P(X:x,Yzy))lxI
xeX(Q) \yeY (Q)

+Al Y ( Y IP(X:x,Y:y))|y| (par thm de Fubini positif)

yeY(Q) \xeX(Q)
= Y PX=xlxl+IAl Y PX=ylyl
xeX(Q) YeY(Q)

<+00  (carX,yelLb)

Donc []P(X =xY= y)x) et (IP(X SV = y)(x+/1y)) . sont sommables, et avec

(x,y)eE’ (IP(X SEAS y)y)(x,y)eE (x,y)€
les mémes utilisation du théoréme de Fubini, et la formule de transfert, on obtient X+ AY e L! et

EX+AY)= Y PX=x,Y=p(x+Ay)= Y PX=x,Y=px+1 Y PX=x,Y=ply

(x,y)EE (x,y)EE (x,y)EE
= ) PX=xx+1 Y PX=py=EX)+iE).
xeX(Q) yeY(Q)

(i) Positivité : Si X est positive presque stirement, pour fout x € X(Q), P(X = x)x > 0 donc E(X) > 0.

Si, de plus, E(X) =0, alors pour tout xe X(Q), x=00u P(X =x)=0. Donc P(X =0) =1: X est nulle presque partout.
(iv) Croissance : Y - X >0 presque sCrement, d’espérance finie : utiliser la linéarité.
(v) Conséguence de la linéarité de de I'espérance d’une variable aléatoire constante.

(vi) Inégalité triangulaire : | X| est d'espérance finie par théoréme de transfert, puis il suffit d’appliquer I'inégalité
friangulaire d’une somme de famille sommable.

(vii)) Y est d’espérance finie, donc (yP(Y = y)) ey () est sommable.
Soit fi:(x, ) —x, fo:(x,y)—y et Z=(X,Y).

On a X = fi(X,Y) = fi(Z) donc la formule de transfert dit que X a une espérance finie si et seulement si
(P(Z = Ay, pezi = (PEX=2Y =1)x) ez €T SOMmMable.

Mais si (x, y) € Z(Q), il existe w € Q tel que X(w) = x et Y (w) = y donc |x| < y. Alors
PX=x,Y=pIxISPX=x,Y=y)y=PX=xY =y fa(x,).

Mais comme Y = f(X,Y) a une espérance finie, le théoréme de ftransfert nous dit que
(P(Z =0 L6 ypezq = (PX=25Y = 1Y)y ez et sommable.

Donc (P(X =x,Y = )x) e 7 '€t €F X a une espérance finie.

On conclut en invoquant I'inégalité triangulaire puis la croissance de |'espérance.
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Corollaire 6 : Espace vectoriel L!

L'ensemble L' des variables aléatoires discrétes sur (Q, «/,P) admettant une espérance finie est donc
un K-espace vectoriel et X — E(X) est une forme linéaire sur L',

Exercice 14 :Inégalité de Jensen
Si X est une variable aléatoire réelle finie et ¢ une fonction réelle d’'une variable réelle convexe, montrer que

PEX) < E@X)).

Si X est une variable aléatoire réelle discréte, ¢ une fonction réelle d’'une variable réelle convexe dérivable,
et si X et ¢p(X) sont d’espérance finie, en comparant la courbe de ¢ a une de ses tangentes, retrouver I'inégalité
précédente.

Comme X est finie et comme les P(X = x) forment une famille de réels positifs de somme 1, I'inégalité de Jensen
donne directement ¢(E(X)) < E(¢(X)).

Si ¢ est dérivable, pour tout x, a, ¢p(x) > ¢' (@) (x — a) + p(a).

En évaluant en X et en utilisant la croissance et la linéarité de I'espérance,

E@X) > E@ (@)(X - a) +¢(a) = ¢ (@) BX) - a) + p(a).

En choisissant en a = E(X), on retrouve I'inégalité.

ﬂ Espérances des lois usuelles

Propriété 41 : Espérance des lois usuelles

() Si X ~%B(p), alors E(X) = p. (iihy Si X ~4(p). alors E(X) = %
(i Si X ~%B(n,p), alors E(X) = np. (iv) Si X ~22(A), alors E(X) =
Remarque

R59 — L'espérance d’une loi uniforme estla moyenne arithmétiques des valeurs (en nombre fini) prises par la variable
aléatoire.

Démonstration

Dans fous les cas, la variable aléatoire est & valeurs réelles positives.
() EX)=p-1+1-p)-0.

(i) Lespérance ne dépendant que de la loi on peut se placer dans le cas particulier ou X = Xj +--- + X, avec
Xi,..., Xy, vaiid de loi B(p). Alors,
EX) =nE(X;) = np.

(i) On calcule en reconnaissant la dérivée d’une série entiére géométrique convergente, avec 1-pe€0,1[,

+00 +00 1 1
EX)=Y npa-p*l= n-p)*l=p—F— _=—,
Znpampt=p ) nap A-a-p2 »p

(iv) On calcule, en reconnaissant cette fois une série exponentielle

+00 /1"1

EX) = Zn—e" e ‘Z(n_w

Corollaire 7 : Cas d’une fonction indicatrice

Soit A un événement de notre tribu <. Alors 14 a une espérance finie et (1 4) = P(A).
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Exercice 15: Formule de Poincaré

n no__
:1—IP( A,-):l—IE(IL
i=1

U A
1

i=1

En remarquant que P , prouver la formule de Poincaré.

w7

On continue le calcul

n n
IP(UAi):l_E( (I_ILAi)):E Z (—1)|I|_1H1A,- = Z (_l)lll_IE(ﬂﬂislAi)
i=1 i=1 Iez([1,n]) iel Ie2([1,n])
= Y )ME(a,a)= Y cDEEPN 4.
Ie2([1,n]) Ie2([1,n]) il
H Exercices CCINP
Exercice 16 : CCINP 102 Exercice 18 : CCINP 106 Exercice 20: CCINP 111

Exercice 17 : CCINP 103 Exercice 19 : CCINP 108

H Espérance et indépendance

Propriété 42 : Espérance et indépendance

Soit X, Y € L' indépendantes. Alors XY e L!, et
E(XY)=EX)E(Y).

Réciproque fausse en général.,
Plus généralement, si (X1,...,X,) est une famille de variables aléatoires indépendantes d’espérance

n
finie, alors [ | X; I'est et
i=1

i=1

E(i:ﬁlxi)zl'[E(x,-).

Démonstration

On utilise le théoréme de transfert appliquée a f: (x, y) — xy.

f(X,Y)=XY estd'espérance finie si et seulement si (P(X = x, Y = y)xy) , 1e(x,v) () €5t sOMmMable, ce qui équivaut,
en ajoutant des zéros, & la sommabilité de (P(X =x,Y = y)x¥) . pyex@x v ) = (P =0xxPY = 1y) . hex@xy@ PN
indépendance.

On est ramenée & une «suite double produit » qui est bien sosnmable car X et Y ont des espérance finies et
dont la somme est le produit des espérances.

Contre-exemple : Soit X; telle que P(X; =0) =3 et P(X; =1) =P(X; = -1) = 2. E(X1) = 0. Et X = 1, =)

Alors X7 X» =0 donc E(X; X2) =0 =EX))E(X)).

Pourtant X3 L Xo carP(X;1 =1, X2 =1)=0£Z£P(X; =1)P(Xp =1) = %.

Pour, la généralisation, par récurrence, en utilisant, d’apres le lemme des codlitions, si Xi, ..., X,+1 sont indépen-
dantes, alors X; --- X, et X;,41 sont bien indépendantes.
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m VARIANCE, ECART-TYPE ET COVARIANCE

On fixe ici un espace probabilisé (Q,<#,1P). Les variables aléatoires considérées sont & valeurs réelles.

I'.l Espace I?

Sous réserve d’existence, les moments (dénomination hors programme) d’une variable aléatoire sont les E(|X|k)
pour ke IN*, Ce sont des parametres numeériques qui donnent des renseignements sur sa loi. En général, on se limite aux
moments d’ordre 1 (espérance) et d’ordre 2 (permet d’obtenir la variance).

Notation 2: 12

Soit X une variable aléatoire réelle discréte.,
On note X € I? lorsque X? est d’espérance finie (ce qu’on peut noter E (X?) < +oo car X2 est & valeurs
réelles positives).

Propriété 43 : Inégalité de Cauchy-Schwarz

Si deux variables aléatoires réelles discrétes X,Y € L2, leur produit XY e L', et
EXY)? <E(X*)E(Y?)

avec égalité si et seulement si X et Y sont colinéaires presque sirement, c’est-a-dire lorsqu’il existe
A, #(0,0) tel fel que P(AX + Y =0) = 1.

Démonstration

IXY| < %(X2 +Y?2) est d’espérance finie, puis on applique I'inégalité de Cauchy-Schwarz & la forme bilinéaire
symétrique positive (X, Y) — E(XY).

Pour le cas d’égalité, il faut reprendre la preuve dans laquelle on écrit
E((X+AY)?)=E(Y?)A? +2E(X)E()A+E(X2) > 0.

Ou bien IE(YZ) =0 et alors, comme Y2 >0, Y est nulle presque sGrement, donc XY |'est aussi ce qui correspond
bien & un cas d’égalité, ou bien c’est un trindbme du second degré dont le discriminant est nul si et seulement s'il
existe lambda e R tel que E ((X + /lY)Z) =0 et donc, avec le méme argument, X = -AY presque sdrement.

Corollaire 8

L? est un R-espace vectoriel.

Propriété 44 : 1> c !

SiXel? XelLl.

Démonstration

Premiére méthode : Inégalité de Cauchy-Schwarz & appliquée a X et 1.

- < - 1
Deuxieme méthode : Comment dans la preuve précédente : |X|=|X x 1| < > (X2 +1).

Remarque

R60 — Donc L2 est un sous-espace de L.
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E Variance et écart-type

Définition 26 : Variance, écart-type, variable réduite

Soit X € I2.
On appelle variance de X le nombre

V(X)) =E(X-EX))?).

On appelle écart-type de X le nombre

oX) =V VX =\/E(X-EX)?).

Lorsque V(X) =1, X est dite réduite.

Remarque

R61— V(X) est le moment d’ordre 2 de la variable aléatoire centrée associée a X : X —IE(X). Par positivité de |'es-
pérance, V(x) > 0 donc I'écart-type est bien défini.

R62 — L'écart-type d'une variable aléatoire finie s’'interpréte comme une distance euclidienne dans R” entre le
vecteur dont les coordonnées sont les valeurs prises par X et le vecteur dont toutes les coordonnées valent
E(X). C'est donc un indicateur de dispersion de X autour de sa moyenne E(X).

R63— Ne pas hésiter d noter m = E(X). Il est plus facile & visudliser E(X - m) = EX)-m = 0 que
EX-EX)) =EX)-EX)=0, par exemple.

Ré64 — D’aprées la formule de fransfert, si les valeurs prises par X sont les x; pour i € I et m=E(X),

V(X) = Y P(X = x;)(x; - m)?.

iel

R65 — Plus la variance (et donc I'écart-type) est petit, plus X est concentfrée autour de sa moyenne m = [E(X).
Le cas extréme est pour une variable aléatoire constante : V(X) =0.
Réciproquement, si V(X) =0, alors

VxeX(Q), PX=x)=0oux=m=E(X).

Autrement dit, IP(X # m) =0 ou encore P(X = m) =1 : X est constante presque sGrement.

Exercice 21 : CCINP 100

Propriété 45 : de la variance

Soit X e 12.
() Formule de Koenig-Huygens :
V(X) =E(X?) -EX)7>.

(i Sia,beR, V(aX+b)=a?V(x) donc o(aX +b) =|alo(X).

X-EX)

(i Sio(X)#0, est centrée réduite, appelée variable aléatoire cenirée réduite associée a X.

Remarque

R66 — La deuxieme formule est infuitive au sens ou une translation des valeurs de X ne perturbe la distance & la
moyenne, et comme cette distance est au carré, une homothétie de rapport a la multiplie par a2.
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Démonstration

() VX)=E(X?-2mX+m?)=EX? -2mEX) + m? = E(X?) - E(X)? par linéarité.
(i) V(aX+b)=E((aX +b)?)-E(@X +b)? = a’E(X?) +2abE(X) + b? - a? E(X)? - 2abE(X) + b? = a?V (X). u

Covariance

Définition 27 : Covariance

Soit (X, Y) € (12)* un couple de variables aléatoires réelles discrétes admettant un moment d’ordre 2.
On appelle covariance du couple (X, Y) le nombre

Cov(X, V) = E((X - EX)(Y - E(V))).

Lorsque Cov(X,Y) =0, X et Y sont dites non corrélées.

Remarque

R67 — La covariance mesure la corrélation entre les variations de X et de Y dans le sens ou elle est positive lorsque
X et Y s’écartent de leur moyenne dans le méme sens, et négative si c’est dans le sens opposé.

R68 — Cela ressemble & un produit scalaire et ce n’est pas un hasard! On va vérifier que c’est une forme bilinéaire
symétrique positive. La variance correspond au carré de la « norme » (et donc I'écart-type & la « norme ».)

Elle n"est pas définie positive mais presque : Cov(X, X) = V(X) =0 = X =0 presque sdrement.

Propriété 46 : de la covariance

Soient X, Y € L? deux variables aléatoires réelles discréte admettant un moment d’ordre 2.
() Cov est une forme bilinéaire symétrique positive.

(i Formule de Kcenig-Huygens :
Cov(X,Y) = E(XY) - EX)EY).

(i) V(X+Y)=V(X)+2Cov(X,Y)+V(Y).
(iv) SiX LY, Cov(X,Y)=0 et la réciproque est fausse.
(V) Inégalité de Cauchy-Schwarz :

(Cov(X,Y)* < V(X)V(Y) ie [Cov(X,Y)I<o(X)o(Y)

avec égalité si et seulement si les variables aléatoires sont colinéaires presque sGrement.

Démonstration

() Provient de la linéarité et la positivité de .
(i) Cov(X,Y)=EXY)-2EXEY)+EXEY)=EXY)-EX)EY).
(i) C’est une identité remarquable :

V(X +Y)=Cov(X +Y,X+Y) = Cov(X, X) + 2Cov(X, Y) + Cov(Y, Y) = V(X) +2Cov(X, ¥) + V(Y).
ou alors
V(X +7) =E((X-EX) +Y -EY)?)
=]E((X—IE}(X))2) +2E((X—IEJ(X))(Y—IEJ(Y)))+E((Y—E(Y))Z).

(iv) Immédiat avec (ii). (Voir contre-exemple de E(XY) = E(X)E(Y).)

(v) C’estl’inégalité de Cauchy-Schwarz sur les espérance appliquée aux variables aléatoires centrées associées
aXxXetavy. [ |
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Remarque
R69 — CoviX, ¥) = ov(i x 7) €] -1,1[ est le coefficient de corrélation de X et v.
o(X)o(Y) o(X) o(Y)

ﬂ Variance d’'une somme de variables aléatoires

Propriété 47 : Variance d’'une somme

Soient Xi,..., Xn € L2
h X1+--+X,el? et
n
VX +-+ X)) =) VX)+2 ) Cov(X;X;).

i=1 1<i<j<n

(i Si Xi,...,X, sont décorrélées deux & deux (i # j = Cov(X;, X;) =0),

VX +---+X,)=V(X7) +---+ V(X))
En particulier, si Xy, ..., X,, sont des vaiid,

VX +---+ X)) =nV(Xy).

Démonstration

L2 est un R-espace vectoriel.

() Le cas n=1 est trivial et le cas n=2 a déja été vu.
Si c’est vrai pour n-1, alors

VXi++Xp)=VXg1+ -+ X1+ X)) = VX1 +-+ Xj—1) + V(X)) +2Cov(Xy + -+ Xp—1, Xn)

n-1
=Y Vap+ViXm+2 Y Cov(xpXj)+2 ¥ Cov(X; X)),
i=1 1<i<j<n-1

1<i<j=n

n
=Y Vixp+2 ¥ Cov(X;X;).
i=1 1<i<j<n
(i) Immédiat.

E Cas des lois usuelles

Propriété 48 : Espérance et variance des lois usuelles

() SIX~B(p), EX)=petV(X)=pl-p) =pq
(i SiX~%Bn,p). EX) =npetV(X) =npl-p)=npq.

(iify Si X ~4(p), B(X) :% otV =P -1

pz  p*
(V) Si X ~2\), EX)=V(X) =A.

Démonstration
() X=X, VX)=EX)-p?>=p-p*=pl-p) =pq

n
(i) Onprend X=X; +...+ X, OU Xj,..., X sont des vaiid de loi B(p). V(X) = Y V(X;)=np-p)=npq.
k=1
2
(i) V(X) = ]E(Xz)—% avec E(x2)= Y n?pg"t=pq Y nn-1pg" 2 +p Y ng" =

2pq p _l+g
nelN* nelN* .

+ =
nelN* (1—6])3 (1_q)2 p
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q

donc V(X) = —
p

(iv) méme principe mais avec de |'exponentielle.

m INEGALITES DE MARKOV ET DE BIENAYME-TCHEBYCHEV, LOI FAIBLE
DES GRANDS NOMBRES

Propriété 49 : Inégalité de Markov

Soit X e L' une variable aléatoire discréte admettant une espérance finie. Pour fout a> 0,

P(X| 2 a) < E(lfl).

Remarque
. N " . E(X)
R70 — Si X est & valeurs positives, on a donc aussi P(X > a) < —.
a

. E(X
R71— On aaussi P(X|>a) < (la I).

Démonstration
Soit Y = |X|.

Premiére méthode : Y étant positive,

EV)> Y PY=py=a) P(Y=y)=aP( >a.
yza yza

Deuxiéme méthode : Formule de transfert

E(X)= ) PX=xlxI<a ) PX=x)=aP(X|>a)
xeX(Q) |x|=>a

Troisiéme méthode : 1y, < L ef croissance de E.

Propriété 50 : Inégalité de Bienaymé-Tchebychev

Soit X € L% une variable aléatoire réelle discréte admettant un moment d’ordre 2, a > 0.

V(X)
a2

PIX-EX)|>a) <

c’est-a-dire, en notant m I'espérance de X et o son écart-type,
2

g
IP(IX—MI>a)<;

Démonstration

Découle directement de I'inégalité de Markov :

E(X-EX)?) VX)
a? Toa?

P (X -EX| > @) =P (X-EX)? > a?) <

ou, directement,
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VO =B(X-EX?)= ¥ @-EX)?PX=x
xeX(Q)

> a2 y PX=x=d*P(X-EX)| > a)
x| x-EX)|>a

Remarque
R72 — Le a? est logique pour des raisons d’homogénéité (dimension).
R73 — On retrouve avec I'inégalité de Bienaymé-Tchebychey, le fait que si V(X) =0,

Ve>0, PIX-EX)| >e¢) =0.

Donc, P(X -IE(X)|>0) =0, c’est-a-dire P(X =E(X)) =1.

V(X)

R74 — En particulier, P(IX-EX)|<a) >1- —
a

Intuitivement, en répétant de nombreuses fois un lancer de piece équilibrée, la fréquence d’apparition de pile doit
se rapprocher de %

Le théoréme suivant permet de donner un cadre théorique & cette intuition.

Théoréme 3 : Loi faible des grands nombres

Soit (Xp)n>1 € (LZ)]N* une suite de variable aléafoires discrétes réelles deux & deux indépendantes iden-
tiquement distribuées (de méme loi) sur (Q,<f,I?), admettant un moment d’ordre 2. Soit m I’espérance
de X, ef o son écart-type.

On pose enfin S, = X1 +---+ X,,.

Pour tout € >0,

7|

0.

n n—+oo

&—m 25)

Remarque

R75 — Parmi tous les échantillons de valeurs possibles (Xj,..., X,), ceux dont la moyenne (S, /n) s'éloigne de I'espé-
rance m sont rares, et cette rareté s'accentue avec la taille de I'échantillon (n — +c0).

Démonstration
D’aprés I'inégalité de Bienaymé-Tchebychey,

Sn 02
—-m el —3.

°|
n ne

Sn Sn) o2 L
En effet, E(;) =met V(;) = par indépendance.

Exercice 22 : CCINP 99
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ﬂ FONCTIONS GENERATRICES

Dans cette partie, les variables aléatoires sont & valeurs dans IN.
Il Définition

Définition 28 : Fonction génératrice

Soit X variable aléatoire discréte sur (Q, <7, P) a valeurs dans IN.

+00

On appelle fonction génératrice associée a X la fonction Gx:t— Y P(X =n)t".

n=0

Remarque

R76 — |l s’agit donc de la somme de la série entiere sont la suite de coefficients est la (distribution de probabilité
associée a la) loi de X.
L'unicité des coefficients de la série entiere assure que la fonction génératrice détermine la loi de X (il suffit
de calculer ces ceefficients).

Propriété 51 : des fonctions génératrices

() Le rayon de convergence de la série entiére Y P(X = n)t" est au moins égal & 1,et elle converge

normalement sur [-1,1].
(i Pour tout t e [-1,11, Gx (1) = E(t¥).

(i Gx est continue sur [-1,1], de classe € sur]-1,1[ et pour tout ne N, P(X = n) = —= —
n:
Démonstration
(i) Vient du fait que Y P(X = n) converge.
(i) Théoréme de transfert grice & la converge absolue de la série.
(i) Convergence normale sur [-1,1] et propriété des séries entiéres. [

Remarque

R77 — Avec la derniére propriété, on vérifie de nouveau que Gy détermine la loi de X.

Corollaire 9 : Caractérisation de la loi

Deux variables aléatoires X,Y & valeurs dans IN ont méme loi si et seulement si elles ont méme fonction
génératrice.

Démonstration

Unicité du DSE. [
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Propriété 52 : Lien avec I'espérance et la variance

() XeL' (est d’espérance finie) si et seulement si Gx est dérivable est 1 et alors E(X) = G (1).

(i X e L? si et seulement si Gx est deux fois dérivable est 1 et alors E(X(X —1)) = G (D).
On exprime alors V(X) & I'aide de G, (1) et G%(1).

Démonstration
Soit f,: t—P(X =n)t". Seul le sens (facile) = est exigible.
() Si X est d’espérance finie, alors on vérifie que Zf,’t converge normalement ce qui permet via théoréme de
justifier que Gx est de classe €1 sur [-1,1] et d’obtenir Gg((l) =EX).

Si Gy est dérivable est 1, Gg’( étant positive sur (0,11, Gg( est croissante et admet une limite en 1.

Comme Gy est continue en 1, le théoreme de la limite de la dérivée s’applique et cette limite ne peut valoir
que G (1).

N

Puis on majore ) P(X = mnt™! par G;((l) et on fait tendre ¢ vers 1 : on obtient que (IP(X = n)n), est sommable
n=0

puis le résultat.

(i) Méme principe apppliqué & G, : X(X - 1) est d’espérance finie si et seulement si Gx est deux fois dérivable
en 1 et E(X(X -1)) = Gy (D).

Puis V(X) = E(X?) - EX)? = E(X(X - 1) + E(X) - E(X)? = G} (1) + Gx (1) - G (%,

E Cas des lois usuelles

Le programme demande de savoir calculer la fonction génératrice d’une variable aléatoire de Bernoulli, binomiale,
géométrique, de Poisson. Allons-y.

Loi de Bernoulli %(p) :

Gx()=q+pt=1-p+pt

définie sur R, ce qui redonne bien E(X) = p et V(X) = pq.

n
Loi binomiale %(n,p) : Gx(n) =)
k=0

Z)pkqn_ktk donc

Gx()=(q+pn)t=0-p+pn"

définie sur R, ce qui redonne bien E(X) = np et V(X) = npq.

+00
Loi géométrique 4(p): Gx(1)= ). pq" '+" donc
k=1

pt pt
Gx (D) = =
x (@) l-gqt 1-(-p)t

définie sur ]—é, é [ ce qui redonne bien E(X) = % et V(Xx) = %.

+00 AN
Loi de Poisson 2(A) : Gx(t)= Y. ?e‘lt” donc
k=0 ™

définie sur R, ce qui redonne bien E(X) = V(X) = A.
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Somme des variables aléatoires

Propriété 53 : Fonction génératrice d’une somme

Soient Xi,..., X, des variables aléatoires discrétes indépendantes & valeurs dans IN. Alors

n
Gx,+-+X, = | | Gx;-
i=1

Démonstration

n n
Pour chaque ¢, les tXi sont indépendantes, donc E (¢X1++Xn) = IE(H tXi) =11 E[txi).

Applications
m On retrouve la fonction génératrice d’une loi binomiale & partir de la somme de n vaiid de loi de Bernoulli.

= Une somme de variables aléatoires de loi de Poisson 22(1;) est encore de loi de Poisson de paramétre la somme
des 1;.

m Une somme de variables aléatoires de loi %(n;, p) indépendantes est de loi B n;, p)

Exercice 23 : Identité de Wald
Soit (X;,) ey une suite de variables aléatoires de méme loi et d’espérance finie & valeurs dans IN et N une
variable aléatoire a valeurs dans IN, d’espérance finie tel que N et toutes les X,, soient indépendantes.

1. On suppose dans cette question que les X;, suivent une loi Z(p) de paramétre p €]0,1[ et que N suit une loi
2(0) de parameétre 6 > 0.

n N
Rappeler les fonctions génératrices, pour n € N, de X,, Y X, et N puis déterminer la loide Y = ) X, (on
/=1 /=1
admet qu’elle définit bien une variable aléatoire discréte.)
2. Dans cette question, on suppose que les X, suivent une méme loi quelconque, et que N suit une loi quel-
conque, toujours toutes a valeurs dans IN et indépendantes.

Montrer 'identité de Wald .
E(Z Xg) =EWNEX;).
/=1

n
. Gx, () =E(tX")=1-p+pt, Gyn x,(0=01-p+pn" et Gy(1) = E (V) = =D, Nous savons bien str que )" X, suit
- /=1
une loi %B(n, p).
N(w)
Pour calculer la loi de Y, la subtilité est que N est une variable aléatoire, ici: Y(w) = Y X,.
=1

On peut calculer la loi directement avec la formule des probabilités totales et le sce (N = n) .y Mais le début
de la question semble nous aiguiller vers les fonctions génératrices.

Essayons : Y (Q) =IN et pour fout ke IN,

+00
P(Y=k=) P(Y=kN=n) probabilités totales
n=0
+00 n +00 n
=e™f > IP(Z Xp=kN= ”) =e? Y IP(Z Xy = k)IP(N= n) indépendance
n=0 \/=1 n=0 \/=1
+00 6”
:efg _'(n) k(l_p)n*k
o i\ k

_ e—e(pe)k +00 (g(l_p))n—k _ e_e(pe)kee(l—p) :e—ep (pe)k
W2 -k Kl !

Donc Y suit une loi 22(p6).
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Avec les fonctions génératrices, on calcule, toujours avec la formule des probabilités totales et le sce
(N = n) e Tout étant sommable pour [¢] <1,

+00 +00 [ +00
Gy =E(t")= Y Pv=ni =} (Z IP(Y:k,N:n)) o
k=0 k=0\n=0

+0o +00 n k 0 +oo gn .
=) P(N=n)x YP[Y Xp=k|t =e Y —0-p+pn
n=0 k=0 p=1 n=0 n

fonction génératrice de X7 _, X),

_ ePOU-1)

Donc Y suit une loi 22(p0).
2. Pour un calcul direct, on peut travailler directement dans [0, +oo] et utiliser Fubini (mais en fait tout est fini, ici)

+00 +00 [ +00
Ey)=) P(Y=kk=)_ ( Y P(Y=kN= n)) k formule des probabilités totales
k=0 k=0\n=0

400 [+00 n
=) (Z ]P(Z Xp=kN-= n) k) Fubini positif
n=0\k=0 \/=1
+00 +00 n
=) PWN=n) ( > ( Y Xp= k) k) N indépendant des X,
n=0 k=0 \/=1

= fP(N: n)IE(i X,)

n=0 /=1

+00
= Z P(N = n)nlE (X;) par linéarité et les X, de méme loi
n=0

=EMEX)).

(On redécouvre a chaque fois une formule classique appelée formule de |'espérance totale, mais malheu-
reusement hors-programme.)

Avec les fonctions génératrices, si |1l < 1,

+00 +00 [ +00
Gy=Y Py=ki=Y (Z P(Y=kN-= n)) t* formule des probabilités totales
k=0 k=0\n=0
+00 +00 n
=) P(N=n) ( Y p ( Y Xp= k) tk) Fubini avec sommabilité & justifier
n=0 k=0 \/=1
+00
- n;O]P(N_ mGyn_ x, (D
+00
=Y P(N=mn)(Gx, (1)" par indépendance
n=0
=GN oGy, (1),
+00 +00
La sommabilité se justifiant par le fait que Y Y P(Y =k,N=n) 111F = Gy (1)) < +o0.
k=0n=0

Il reste & dériver et évalueren 1: E(Y) =G, (1) = Gg(l DGy (Gx, (D) = E(X1) G (1) = E(MEX)).

ﬂ Exercices CCINP

Exercice 24 : CCINP 96

Exercice 25: CCINP 110
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m FORMULAIRE

Sous réserve d’existence, sommabilité, d’admission de moments, efc. Voici les principales formules du chapitre.

m loide X Px:A— ) P(X=x) déterminée parles P(X = x) pour x € X(Q), positifs de somme 1.

xX€eA

m Espérance de X E(XX)= ) PX=x)x etsiQfinioudénombrable EX)= ) P({w)Xw) etsiX(@Q)cN,
xeX(Q) weQ

+00
EX) =) PX=>n).

n=1

» Formule de transfert E(f(X))= ) PX=x)f(x).
xeX(Q)

» Variance de X V(X) =E(X-EX)?) =E(X?)-EX)?2.
m Covariance de X et V| Cov(X,Y)=E(X-EX)(Y -E(Y)) =EXY)-EXEY) nulle siindépendantes.

m Variance d’'une somme V(X+Y)=V(X)+2Cov(X,Y)+V(Y).

m Loi de Bernoulli 2(p)

PX=1)=p PX=0=1-p=q EX)=p VX)=pq Gx(t)=q+pt

m Loi binomiale %(n, p)

n

v ke [o,n], IP(X:k):(k

)pkan EX)=np  V(X)=npqg  Gx(®)=(q+pd"

m Loi géométrique ¥4(p)
- 1 q pt
0,1 VnelN*, P(X=n)=pqg" " EX) == V(X)) = —= Gx(f) = ——
p€lo,1[ ne (X=n)=pq X) » X) 2 x (1) T—qt

m Loi de Poisson 272(1)

n

A>0 VnelN, IP(X:n)z%e‘/1 EX) =2 V(X)=A GX(I):eJL(t—l)

m Continuités croissante et décroissante
Si (A)new UNe suite croissante (pour I'inclusion)

P(AR)

*()

k—+o00

Si (An)new Une suite décroissante (pour I'inclusion)

P(Ag)

()

k—+00
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m Inégalité de Markov Sia>0, P(X|>a) < E“;(D_

2

m Inégalité de Bienaymé-Tchebychev Sia>0, m=EX) etc=0(X)=vVV(X). P(X-m|>a) < %

m Loi faible des grands nombres Si £ >0, (X,,) une suite de vaiid L? d’espérance m, alors
d

Inégalité de Cauchy-Schwarz Si X, Y € 12, alors XY e L!, et

0.

n—+oo

S
_n_m 28)
n

EXY)*<E(XY)E(Y?) |Cov(X, V)| < V(X)V (Y)

avec égalité si et seulement si X et Y sont colinéaires presque strement.,

m ANNEXE : 'UNIVERS PROBABILISE DU PILE-FACE INFINI

Pour I'univers, pas de probléme. On pose Q = {0, N

Bien sar, on pourrait remplacer {0,1} par {B F} ou par {-1,1}. Dans la suite, on comprendra 1 comme « Pile », 0 comme
« Face », on note alors que I'avantage du codage 0-1 est que pour dénombrer les « Pile » on n’a qu’d faire la somme
des issues. On note p un élément arbitraire de 10, 1[ (qui désignera la probabilité d’obtenir Pile & un tirage quelconque).

Définition 29 : Evénements de type fini

On appelle événement de type fini (ou événement cylindrique) toute partie B de Q telle qu’il existe
n>1et Ae{0,1}", vérifiant
weEB < (wy,...,wy) € A.

Propriété 54 : Structure

L'ensemble ¢ des événements de type fini est une « algebre » :
(h Qe€
(i) (A,B)e€¢? = AUBE¥
(i) Ac€¢ = Ae€

Remarque

R78 — € est stable par réunion finie et par intersection finie.

On peut définir de maniéere naturelle ce que I'on voudrait éfre la probabilité d’événements ne portant que sur un
nombre fini de lancers indépendants.

Définition 30 : Probabilité sur les événements de type fini

On pose, sin>1etsi(e,...,e,) €{0,1}"

P(w€Q, @1,...,0n) = (€1,...,ex)}) = pELT Fen(1 = p)t=Er++eén),

La difficulté est de I'étendre & une triou contenant tous les événements de type fini.
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Propriété 55 : Extension
P s’éfend de maniére unique & € en une application que I'on notera encore P, et qui vérifie
(h P@)=1
(i) V(A,B)€€6* AnB=@ = P(AUB)=P(A)+P(B)

Propriété 56 : o-additivité
P a la propriété plus forte que (i) suivante :

+00
(ii")y Pour toute suite ¥ (A,) new € €Y, siles A, sont deux-d-deux disjoints et si J Ane<¢. alors

n=0

+0oo +00
P(U An) =) P(An.
n=0 n=0

Théoreme 4 : Existence et unicité de la probabilité

Il existe une unique probabilité sur la tribu «f engendrée par € qui prolonge P.

Propriété 57
o G 2(Q) 1ily ades parties de Q qui n‘ont pas de probabilité.

m La propriété 56 n’est pas trop facile.

m Le théoréme 4 non plus : c’est le théoreme de Caratheodory.

Elle utilise la notion de tribu engendrée qui, elle, ne présente pas de difficulté : on vérifie que l'intersection des
tribus contenant une partie de 22(Q2) donnée est une fribu.

m Lo propriété 57 est décevante, car on aimerait bien exhiber des telles parties. Or pour montrer leur existence, on
a besoin du célebre Axiome du Choix, on est donc en pleine théorie des ensembles...remarquons que c’est cela
qui oblige & s‘'occuper de tribus : si on pouvait définir les probabilités, & chaque fois, sur 22(Q), la notion de tribu
d’évenements serait moins nécessaire.
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