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Outils mathématiques

1 Alphabet grec

Alpha | A | « Nu N | v
Bata | B | g Ksi |Z|¢
Gamma | I' | v Omicron | O | o
Delta | A | ¢ Pi I|x
Epsilon | E | € Rho P|op
Zéta Z | C Sigma X |o
Eta H|n Tau T| 7
Théta O |0 Upsilon | Y | v
Tota I ] Phi D |
Kappa | K | & Khi X | x
Lambda | A | A Psi v |9
Mu M| p Oméga | Q | w
2 Trigonométrie
Y
A — cos?(a) + sin?(a) = 1
— cos(0) =1 et sin(0) =0
cos(3) =0etsin(3) =1
cos(%) = 5 et sin(%) = ?
cos(G) = % et sin(}) = %
cos(g) = @ et sin(%) = 3
— cos (a — 5) =sin(a) et sin (a — §) = — cos(a)
— tan(a) = S5 ot 1 ten(a) = o
Formules d’addition Formules de linéarisation
— cos(a + b) = cos(a) cos(b) — sin(a) sin(b) - 095( a) cos(b) = 3 (cos(a — b) + cos(a + b))
— cos(a — b) = cos(a) cos(b) + sin(a) sin(b) — s%n(a) sin(b) = 1 (cos(a —b) — cos(a + b))
— sin(a + b) = sin(a) cos(b) + cos(a) sin(b) — sin(a) cos(b) = 3 (sin(a — b) + sin(a + b))
— sin(a — b) = sin(a) cos(b) — cos(a) sin(b) — cos?(a) = L@)
o SIHQ(G) 1— COb(Qa)
Formules de duplication Formules de factorisation
— co0s(2a) = cos?(a) — sin?(a) — cos(p) + cos(q) = 2cos (Z£?) cos (252)
=2cos?(a) — 1 — cos(p) — cos(q) = —2sin (Ef?) sin (25)
. =1 - sin®(a) — sin(p) + sin(q) = 2sin (2£2) cos (252)
— sin(2a) = 2sin(a) cos(a) — sin(p) — sin(q) = 2sin (252) cos (2£2)
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3 Nombres complexes

Im
____________ x M(2)
r
Yy VA — L’affixe du point M s’écrit z = x + iy
/’\0 — x = Re(z) est la partie réelle de z
ol = ' > Re — y = Im(2) est la partie imaginaire de z

— Son complexe conjugué s’écrit z* = x — iy.

En coordonnées polaires, I'affixe peut aussi s’exprimer sous la forme z = rel? = r (cos + isin ).

— r = |z| = Vzz* = /22 + y? est le module (ou rayon)

— 6 = arg(z) est 'argument (ou phase) de z.

— Sife ]—g; 3 [, alors 6 = arctan (%)
— Sife ]g, 37”[, alors 6 = 7 + arctan (%)
Rappelons quelques formules :
olf 4+ o—if
9 = ——
cos(6) 5
ol _ o—if
() —
sin(6) T

4 Dérivées et primitives usuelles

— Dérivée d’une fonction composée :

Fonction Dérivée Fonction | Primitive
cos(x) —sin(x) cos(x) sin(x)
sin(x) cos(x) sin(x) —cos(x)
tan(z) 1+ tan®(z) = COS%(I) exp(x) exp(x)
exp(z) exp(z) ", n e’ f::ll
In(z) 1 ch(z) sh(z)

2", ne’ nz" 1 sh(z) ch(z)
ch(x) sh(x)
sh(x) ch(zx)

dg[f(=)] _ df(z) dg[f(=)]

dx dx df

5 Développements limités

Formule de Taylor-Young

ieme

Soit f une fonction définie sur un intervalle I et zy € I. Si f est dérivable n fois et de dérivée n continue,

alors pour tout x € I, on peut approcher cette fonction par un polynéme de la forme :

®) (5
fT(!O)(m —20)" + o((z — z)")

F@) = fao)+ 3
k=1

ot o((x — z)™) est une fonction négligeable devant le monéme (x — xo)™.
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Exemples
DL, (0) |z| < 1
1 2
T =lt+r+x
(1+z)* ~ 1+am+%m2
2
e~ 1+z+ %
2
~p_ T
In(l+z)~z—%
2
~1-—z
cos(z) ~1—%
sin(x) ~ z
tan(z) ~ x
1.5 1.5 5 +
/1 L
— _3f
= & f 8
=] @0 o
@ 3 52r
ir — Fonction
[ S N I I B Ordre 1
() e i Ordre 2
-1.5 -1.5
4 -2 0 2 4 4 -2 0 2 4 -4 -2 0 2
x €T x

6 Projection de vecteurs dans un repeéere cartésien

On dispose d’un repére (Oxy) muni d’une base ortho-
y normée dont les vecteurs de base sont (€,€,), ortho-

A gonaux entre eux €, - €, = 0 et de norme égale a 1 :
B I € 1=l € [I=1.

Ypt+—t—t—T1—T—TF
B Le vecteur @ — AB se décompose dans le repere (Oxy)
e . @ comme suit :

1

1

1

1

! — - —
| _

! U = Ug€y + Uy€y
+

1

1

L}

1

ou u, et u, sont les composantes du vecteur @ selon les

&, axes Ox et Oy.
0 é‘: T T
Uy = Tp— Tp
= U-€, =| || & | cosa=ABcosa
Uy = Ys—Ya
= @-é =|a|l|lélcos(f—a)=ABsina

La norme du vecteur 4 s’écrit :

” u H: AB = \/(I‘B - xA)Q + (ys - yA)2 = \/ﬁ

S

7 Produit vectoriel

Le produit vectoriel de v; et de U5 est le vecteur w, noté v A s et ayant pour composantes, dans la base
orthonormée directe :

Y122 — Y221 x1 T2
W | 2129 — z0x1 | avec U | y1 | et U | o
T1Y2 — T2Y1 Z1 2
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Nous retiendrons les propriétés suivantes :
U1 A\ Uy = —Uy A U3
A1 A T2) = (AT1) AUy = Ty A (AT2)
U1 A (Ua +T3) = U1 ANUa + U1 A U3

Enfin il est possible d’obtenir @ = ¥/} A U sans projeter les vecteurs v et U :
— direction de @ : orthogonale & ¥ et a ¥ (attention ¥ et ¥, ne sont pas a priori orthogonaux).
— sens de W : tel que (¥,02,%) soit direct (régle du tire bouchon ou des trois doigts de la main droite)

—

A
B
i
\
A
ANB

— norme de @ : ||@]| = ||1]| [|[02]] | sin(m) |. La norme de  représente I’air du parallélogramme construit
sur vU; et Us.

2y
>
[so]1

Remarque : Une condition nécessaire et suffisante pour que deux vecteurs soient colinéaires est que leur
produit vectoriel soit nul.

8 Equations différentielles

Une équation différentielle est une équation reliant une fonction f de z, la variable x et les dérivées de la
fonction f. Le plus grand ordre des dérivées de la fonction f donne l'ordre de I’équation différentielle.

La solution d’une équation différentielle doit toujours étre justifiée par une identification précise du type
d’équation a résoudre.

8.1 Equation différentielle du premier ordre
8.1.1 Equation a variables séparées

Dans une équation de la forme f'F(f) = G(z), on peut séparer ce qui concerne f de ce qui concerne z.
= % avec df et dx différentielles, il vient df F(f) = G(x)dz. On peut alors intégrer chaque membre et en
tirer f(x).

Exemple :f2f' = cos(z)

f2df = cos(z)dx

f3/3 = sin(x) + C4

d’ott f(x) = (3sin(x) 4+ C2)'/3. La constante d’intégration Cy est & fixée par les conditions aux limites.
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8.1.2 Equation différentielle linéaire a coefficients constants

L’équation différentielle est de la forme : f' 4+ af = G(x) avec a une constante. La résolution a lieu en deux
étapes :
1. Recherche de la solution a 1’équation homogene f’ + af = 0, notée f. Celle-ci s’écrit fj, = A exp(—azx).
2. Recherche d’une solution particuliere f,. Deux méthodes existent :
— On pose fp(x) = A(x) exp(—az) et on le remplace dans 1'équation. On en déduit X' (z), puis A(x).
— On cherche directement y, de la méme forme que le second membre G(z) de 'équation différentielle
(comme une constante par exemple).

La solution s’écrit donc f(x) = fr(x) + fp(z).

8.2 Equation différentielle du deuxiéme ordre
8.2.1 Equation différentielle du deuxiéme ordre a coeflicients constants sans second membre

L’équation différentielle est du type af” +bf'+cf = 0, avec a, b et ¢ des coefficients constants. On recherche
des solutions de la forme exp(rz) avec r un inconnu mais constant. Il vient :

exp(rx)(ar? +br +¢) =0

pour tout x donc
ar® +br+c

Cette équation est appelée équation caractéristique. Il existe alors trois cas :
— b%? — 4ac >0. L’équation caractéristique admet alors deux racines réelles 7 et 75 et la solution s’écrit :

f(x) = Aexp(riz) + Bexp(ra)

avec A et B deux constantes a déterminer.
— b? — 4ac <0. L’équation caractéristique admet alors deux racines complexes conjuguées : 1, = a + j3 et
ry = a — jf (avec j2 =-1). La solution s’écrit :

f(x) = exp(ax)(Acos(Bx) + Bsin(Sx))
avec A et B deux constantes & déterminer ou
f(2) = exp(az)C cos(Bz + 9)

avec C et ¢ deux constantes a déterminer
— b? — 4ac <=0. L’équation caractéristique admet alors une seule solution réelle r = g—f et la solution
s’écrit :
f(z) = (A + Bzx)exp(rz)

avec A et B deux constantes & déterminer.

8.2.2 Equation différentielle du deuxiéme ordre & coefficients constants avec second membre

L’équation différentielle est du type af” + bf’ + c¢f = G(z), avec a, b et ¢ des coefficients constants. La
solution est alors la somme de la solution de I’équation homogeéne associée (af” + bf’ + cf = 0) f, et d’une
solution particuliere f,,. Le paragraphe précédent détaille I’'obtention de la solution f;. Nous nous attachons ici
a obtenir f,.

— Si G(z) est une constante alors f, est une constante.

— Si G(z) est un polyndéme de degré n en x, on recherche f, sous la forme d’un polynéme de degré n. On
trouve les coefficients de ce polynome en remplagant f par ce polynéome dans ’équation différentielle et
en les identifiant. Si ¢ = 0, f, est un polynéme de degré n+1;si c=0et b =0, f, est un polynéme de
degré n + 2.

— Si G(x) est du type kcos(wz), on cherche f, de la forme pcos(wz) + ¢gsin(wx), on détermine p et g en
remplacant dans 1’équation et en identifiant les termes en cosinus d’une part et les terme en sinus d’autre
part. Attention, si £wj sont racines de I’équation caractéristique (autrement dit, w = ), alors p et ¢ ne
sont pas des constantes mais des fonctions.
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— Si G(z) est du type kexp(ax), on cherche f,(z) = Aexp(ax), et A en injectant cette solution dans
I’équation différentielle. La aussi, il faut faire attention a ce que « ne soit pas solution de 1’équation
caractéristique, sinon \ n’est pas une constante (A = Kz si « est une racine simple et A = K22 si « est
une racine double).

— Si G(x) est une somme de fonction, on recherche une solution particuliére pour chacune des fonctions et
fp sera la somme de ces solutions particulieres.

On obtient ainsi la solution f(z) = fr(z) + fp(x). Les constantes éventuelles sont obtenues a I'aide des

conditions aux limites.



